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MAIN POINTS  

This report examines the development of fixed networks and their ability to support the Internet 

economy. Internet access in the OECD area has been upgraded almost entirely to broadband, with only 3% 

of total subscribers still using dial-up links. Several significant developments are creating increasing 

demand to upgrade fixed networks.  Digital convergence means that the same network platforms can offer 

voice, video, and data.  Rapid growth in streaming media, especially video, requires major efforts to handle 

traffic demands.  Content delivery networks and cloud services add intelligence inside the network.  And 

the replacement of the public switched telephone network (PSTN) with Internet protocol transmission 

challenges long-settled aspects of the legal and business environment for communications.   

Enhancements to fixed broadband networks remain important despite the growth of wireless data.  

Wireless broadband networks still carry far less traffic than fixed networks, and they generally offer lower 

speeds and reliability. Moreover, the growth of mobile data actually increases demand for fixed networks. 

Mobile connections only travel over the air for a short distance, after which they are carried on high-

capacity wired connections.  The growth of Wi-Fi and other mechanisms for offloading cellular traffic will 

place greater demands on wired networks. 

Upgrading fixed networks to ultra-fast speeds of 100 megabits per second or more has the potential to 

generate significant direct and indirect benefits.  Both operators and governments are looking in particular 

at mechanisms to encourage deployment of fibre connections. In December 2012, 14.9% of total fixed 

broadband subscriptions involved fibre to the home (FTTH) in the OECD area, ranging from less than 1% 

in some countries to nearly 70% in Japan. This does not tell the full story, because many countries with 

limited FTTH penetration have widespread availability of what today is considered fast broadband through 

cable or fibre to the node (FTTN) networks.  These platforms, which do not extend fibre all the way to the 

premises, have limitations compared to FTTH systems, but they may be deployed initially at a lower cost.  

The greatest barrier to fibre FTTH deployment involves capital costs, which typically exceed 

USD 1 000 per home served.  Transit costs and difficulties in gaining municipal approvals and access to 

rights of way are also impediments.  New technologies such as vectoring and G.fast (for FTTN networks) 

and DOCSIS 3.1 (for cable networks) may narrow the performance gap with fully fibre-based systems, 

although they come with limitations such as the need for short loops and limitations on unbundling.   

The business and regulatory models for deployment of faster networks vary along several dimensions, 

including the involvement of incumbents and new entrants, the scope of public funding, and requirements 

for open access or wholesale service provision.  There are also architectural choices for both the access and 

distribution segments of the network (e.g. FTTH vs. vectored VDSL2) that significantly affect 

performance. Operators are making different choices depending on local conditions. 

For regulators, a central question is how to ensure effective competition under any of these 

alternatives. The up-front costs of upgrades and technical limitations on unbundling under certain 

configurations may create dilemmas between promoting investment and ensuring competition.  This will 

put a spotlight on regulatory approaches that are appropriate in the absence of sufficient infrastructure 

competition, or that allow for competition in other ways. 
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Applications, services, and content can be delivered to end-users over ultra-fast networks through 

specialized services segregated from other Internet traffic (for example, IPTV), or over the top (OTT) 

services that use the general-purpose data pipe. The economic and technical arrangements involved are 

increasingly complex.  Users may pay subscription fees to OTT providers as well as broadband access 

providers, and both types of providers may also pay interconnection and transit charges inside the network.  

Content delivery networks and other mechanisms are now widely deployed to improve performance, 

creating further complications.  End-user pricing practices such as data caps and usage charges can also 

influence the economics of both broadband access and OTT services. 

In this environment, some operators are pushing for a model in which OTT providers pay for access 

to broadband customers, based not just on volume but on the type and direction of traffic.  Their main 

justification for this approach is to provide additional capital for network upgrades, including quality of 

service for OTT applications and investment in fibre or other ultra-fast networks.  If OTT providers and 

operators voluntarily negotiate content-based interconnection arrangements, consistency with network 

neutrality policies or principles should be assessed.  A greater concern may be that some operators, if given 

the opportunity due to regulatory intervention that alters commercial negotiations in their favour, could 

effectively require OTT providers to pay additional charges.  This could have negative consequences for 

competition and innovation; with no guarantee these funds would promote greater network investment.  

The evidence so far is mixed as to whether public intervention at the national level is necessary to 

spur fibre deployment, and how the evolution of fixed networks will alter the relationships among 

established operators, entrants, and OTT providers. Ultimately, competition and transparency are the most 

effective means to facilitate investment and innovation in both networks and the services delivered over 

them.   
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THE EVOLUTION OF FIXED BROADBAND INFRASTRUCTURE 

Types of Networks 

Network operators around the world use a myriad of different network configurations to deliver 

broadband data connectivity (Table 1).  However, there are in essence only two substances used for 

transport in fixed communications networks: copper and fibre-optic glass.  Copper carrier systems are 

further subdivided into thin “twisted pair” cables originally designed for voice telephony and thick 

“coaxial” cables with greater capacity, primarily installed for cable television.
 1
    

There are essentially five possible types based on the distribution of these three carriers in the 

distribution and “last-mile” segments of the network.
2
 The divisions are not exact, as many of them depend 

on how far out to the customer premises the network operator deploys fibre.   

Table 1: Categories of fixed networks 

 Core Distribution Last Mile3 

PSTN Fibre Twisted pair Twisted pair 

Cable TV Fibre Coax Coax 

Hybrid fibre coax Fibre Fibre Coax 

Fibre to the node4  Fibre Fibre Twisted pair 

Fibre to the home5 Fibre Fibre Fibre 
 

Twisted pair /FTTN 

Twisted pair networks were built for voice telephone service.  After decades of deployment, 

sometimes involving subsidies, public utility regulation, universal service policies and other government 

initiatives, most OECD countries have extensive twisted pair networks. By digitizing the signal, these 

networks can carry Internet data traffic at broadband speeds, but their capacity is limited.  Network 

operators can greatly increase this capacity by deploying fibre optic connections to intermediate 

distribution points, typically within a neighbourhood or cluster of homes.  Even though the final leg of the 

connection still runs over twisted pair, the shorter runs of copper allow for greater throughput in such fibre 

to the node (FTTN) systems.  

With technologies such as vectoring, which reduces cross-talk among twisted pair circuits in a binder 

group, even networks still based on copper from the central office can deliver relatively high broadband 

speeds of 40-100 megabits per second (Mbps).  The costs of upgrading central office equipment with 

VDSL vectoring are typically less than half of the cost of replacing the last-mile copper with fibre.
6
 Such 

technologies are now being deployed in countries such as Germany, Belgium and the Netherlands. With 

any DSL-based technology, however, throughput depends on the length of the loop, so customers closer to 

a central office will enjoy better performance than those further away.  The next generation of copper-

based technology, G.fast, is now in the process of standardization.  It promises to deliver speeds up to 1 

Gigabit per second (Gbps) over short loops, when deployed in the next several years. 
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Cable/HFC 

The second major last-mile carrier technology is coaxial cable.  It uses significantly thicker bundles of 

copper wire to provide greater capacity than twisted pair, originally for multi-channel video offerings to 

televisions.  Turning one-way cable networks, which share capacity in the last mile, into functional Internet 

access systems required significantly more investment than adding dial-up or even basic DSL capability to 

twisted pair networks.  However, the greater inherent capacity of cable networks means they can offer 

higher broadband speeds.  These speeds are increased even further when, as with the case of FTTN 

networks, operators deploy fibre deeper into the network towards homes.   

In the cable case, much of this upgrade was justified by the desire to provide additional television 

channels and interactive “on-demand” functions for their existing multi-channel video offering. Most cable 

networks today use a hybrid fibre coax (HFC) architecture. With the current DOCSIS 3.0 standard for 

cable modems, such networks can deliver broadband access speeds in the hundreds of megabits per second.  

There are some limitations of cable broadband networks. They are inherently asymmetric, unlike fibre, and 

they share capacity among subscribers in the last mile, which may limit their ability to deliver advertised 

speeds at peak loads or require more active traffic management.   

Cable-based systems are not the leading providers of broadband access in most OECD countries. The 

United States, where cable has the largest share of broadband customers, is the largest exception.  Cable 

television is also available to 80% or more of the population in Canada, Belgium, Korea, the Netherlands, 

and Switzerland (OECD, 2013a).
7
  In most countries, deployments of cable systems for multi-channel 

video programming were limited, especially once direct broadcast satellite (DBS) technology allowed for 

satellite-based systems to provide comparable services.  Cable TV subscribership is below 20% of homes 

in countries such as France, Italy, Mexico, New Zealand, Spain, and Turkey.
8
   

Fibre 

The final option considered here for broadband connectivity is fibre.  The carrying capacity of fibre-

optic glass strands using laser pulses is virtually unlimited. Researchers have demonstrated speeds 

exceeding 100 terabits (the equivalent of 100 000 000 megabits) per second over hundreds of kilometres.
9
  

Production networks cannot approach those rates, but many fibre networks in the field offer customers 

speeds of 1 Gbps.  That is 10 and 100 times faster than most alternative fixed broadband offerings. 

The challenge is the deployment cost involved.  Expenses for the equipment and electronics of fibre 

networks have come down, but running fibre to each home over either underground or aerial conduit is still 

very costly.  A 2008 survey in connection with the Australian National Broadband Network (NBN) found a 

range of estimates based on international comparisons from under USD 500 to over USD 2 000 per 

premises passed.
10

  More recent data from the NBN suggests an average cost per premises passed in 

Australia of AUD 1 100 to AUD 1 400 (roughly USD 1 000 to USD 1 300).
11

  Exact numbers depend on 

the architecture chosen (with FTTN networks roughly one quarter to one-half as costly as FTTH), local 

labour costs, and physical factors such as population density and topography.  Thus, in Korea, where a very 

high percentage of the population lives in urban areas, per-home deployment costs for fibre are estimated 

at only USD 110 to USD 170.    

Eventually, fibre will almost certainly be the dominant carrier technology in fixed networks.  Fibre is 

the only technology that is certain to offer greater capacity than wireless networks, which are continually 

evolving to offer better performance in addition to the benefits of mobility and flexible deployment.  Even 

when end-user devices are connected wirelessly, fibre will be the technology of choice for aggregation and 

backhaul to Internet core networks, as it is today for cellular towers.  Over a reasonable strategic planning 
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horizon of ten or twenty years, however, fixed networks throughout the OECD seem destined to involve a 

mix of fibre along with twisted pair and coax networks in many countries.   

Megabits and megabucks  

The broadband landscape 

The original form of residential Internet access used dial-up connections through the telephone 

network.  Internet access providers or the telephone companies themselves deployed modems in central 

offices that converted analogue voice connections to Internet Protocol data packets, and then routed those 

packets across the Internet.  Dial-up access did not require costly upgrades to the existing wireline last-mile 

infrastructure.  However, it provided very limited data speeds (typically not more than 56 kilobits per 

second), and required the subscriber to initiate a phone call every time they wished to connect.   

As Internet usage skyrocketed in the late 1990s operators began to deploy always-on broadband 

connections to replace these narrowband access mechanisms.  By the first few years of the 21
st
 century, 

broadband connections had surpassed dial-up, even in markets such as the United States where the dial-up 

market was already quite large.  As of 2011, dial-up connections represented only 3% of the total fixed 

Internet connections in the OECD, with only Australia and New Zealand reporting rates over 10% (OECD, 

2013a).
12

  

Fixed broadband access networks vary greatly in speed and other characteristics.  There is no 

universally agreed-upon lower or upper bound for broadband.  The OECD requires a minimum of 256 kbps 

downstream for its collection of data on broadband access, although most broadband systems today operate 

at considerably faster speeds.  Many ISPs offer a range of speeds at different price points, some of which 

are not available to all customers. To address this, OECD data are now collected in tiers (e.g. up to 2 Mbps 

ranging to over 1 Gbps). Some countries also define “broadband” in legislation associated with universal 

service or national broadband plans (e.g. Australia, Finland and Spain).  In the United States, the Federal 

Communications Commission (FCC) initially defined broadband as at least 200 kilobits in both directions, 

and currently defines it as at least four megabits downstream and one megabit upstream.   

Most first-generation broadband access networks used asynchronous digital subscriber line (ADSL) 

technology for twisted pair last-mile networks and DOCSIS 1.0/2.0 for coaxial cable networks, typically 

delivering downstream speeds in the range of 1-6 megabits per second (Mbps), and considerably lower 

upstream speeds. Newer technologies, network upgrades, and competition are pushing these speeds up. By 

upgrading central office equipment and selectively deploying in the distribution network to shorten loop 

lengths, carriers in many countries are able to offer DSL-based broadband services at rates of 

approximately 20-70 Mbps, depending on distance to the central office.  In addition to better broadband 

performance, these speeds have allowed many operators to deploy bundled services including voice and 

multi-channel video alongside broadband data.   

Vectoring, which is poised for large-scale deployment in a number of OECD countries, could double 

those rates.  Vectoring does require relatively substantial central office upgrades. Also, with current 

technology, it makes it difficult to offer unbundled access to the local loop, which could reduce the level of 

competition.
13

 However, the ease of upgrading relative to full fibre deployments makes the technology 

attractive in many countries. Vectoring may make FTTN architectures more appealing in the short- to 

medium-term, potentially as an initial step toward later deployment of FTTH. Or it may enable operators to 

expand coverage plans by using a mixture of FTTH and FTTN.  However, it raises important 

considerations for regulators (Plückebaum, 2013). In Germany, BNetzA has proposed allowing operators 

to deploy vectored VDSL2 on a “first come, first served” basis.  While this might limit competition, it 

could also create a strong incentive to upgrade in order to lock out other entrants. 
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Over coaxial cable networks, DOCSIS 3.0 allows for downstream speeds comparable to those offered 

by many FTTH providers.  For example, Comcast in the United States offers a residential broadband tier 

with 505 Mbps downstream and 100 Mbps upstream, matching the top downstream offer on Verizon’s 

competing FiOS fibre network.  This service, however, is priced at USD 299/month, which is not a 

mainstream residential price.  Comcast’s other speed tiers are roughly competitive in price and capacity 

with those for Verizon’s FiOS.  Generally speaking, in countries with significant cable penetration, those 

networks are competing against either VDSL or fibre-based offerings for the top end of the market.   

The distinction between published broadband speeds and actual performance should be kept in mind.  

End-to-end throughput on the Internet is only as fast as the slowest link, which may be outside the 

broadband access network.  Depending on the type of network and the operator’s level of investment, 

performance may suffer when many users are active at the same time, or when users access popular 

content.  In addition, the top speeds for technologies based on copper loops depend on the distance to the 

central office.  At the same time, operators may report theoretical capacity of their networks to obtain 

maximum marketing benefits. Some regulators have begun to require transparency and truth in advertising 

to give users a more accurate picture.  Both regulators and third parties are also gathering real-world 

performance data to give a more precise picture.       

Interconnection mechanisms 

Last-mile access networks are only part of the picture.  No provider, no matter how large, can keep all 

traffic on its own network.  When users seek to access content and services remotely over the network, 

they may need to reach servers located in other countries or on other providers’ networks.  A subscriber 

may have an extremely fast broadband pipe into their home, but the performance they experience in 

reaching that remote content or services is a function of the end-to-end communications path.  Providers 

along that path make a series of technical and investment choices, which affect both their cost structure and 

performance.   

Generally speaking, there are two kinds of networks making up the Internet: access and transit 

networks.  Access networks give residential and business users access to the Internet; transit networks 

move data between other networks.  Most large operators of physical access networks have at least some 

transit aspects of their network, to reduce the costs involved in paying other providers for transit.  Some 

transit networks, generally referred to as core or backbone networks, specialize in high-capacity long-

distance links between different access networks.  Others, generally called content delivery or content 

distribution networks (CDNs), focus on providing high-performance transit for large content producers or 

cloud service providers.
14

   

These networks must interconnect with each other to provide end-to-end service.  Those terms of 

interconnection further shape the end-to-end experience (OECD, 2013b). In contrast to 

telecommunications networks, interconnection between Internet networks is generally not subject to price 

regulation.  Moreover, each network can interconnect with as many others as it chooses, in whatever 

locations it chooses.  Neutral Internet exchange points (IXPs), a large number of which have been built in 

major markets including the United States, Europe and Brazil in recent years, facilitate interconnection 

between networks (OECD, 2014a). 

The two canonical arrangements for Internet interconnection are peering and transit. With a peering 

arrangement, each network commits only to delivering traffic to its own customers; it does not guarantee 

routing anywhere on the Internet. Peering arrangements historically were settlement-free agreements 

between the largest transit networks, but today, some providers engage in “paid peering” in which one 

network offers certain performance guarantees in return for a payment. The other traditional arrangement is 
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transit, in which one network charges for delivery of traffic between another network and all points on the 

Internet.     

As will be described in more detail below, the picture is more complicated today.  Content delivery 

and cloud computing platforms optimize the delivery of content and services across the network.  The 

Internet was designed as an end-to-end network that provided two-way transport between devices and their 

users at the edges of the network.  CDNs are optimized for one-way distribution of video, images, and 

other content from large content providers such as Netflix or the BBC’s iPlayer to individual users.  Cloud 

computing is designed to move the computing and storage functionality of the end-user device into the 

network.  Even when a high-level network diagram looks the same, these applications involve different 

business relationships and technical expectations than the baseline client-server or peer-to-peer models the 

Internet architecture was designed around. 

Economic dimensions  

All fixed communications networks share basic economic characteristics. The first is high fixed costs 

(capital expenditures), both in absolute terms and relative to variable costs (operational expenditures).  The 

numbers vary based on technology and the scale of the network. Under any conditions, though, running a 

wire into each residence, and linking those last-mile connections through a wired distribution network, is a 

costly endeavour.  In addition to direct expenses, the necessity of digging up streets, gaining access to 

telephone poles or conduit space, and gaining physical access to homes is a significant burden.   

For a great many years, some economists treated telephone networks as a canonical example of a 

natural monopoly – a business in which competition was infeasible – mainly due to those large up-front 

costs and associated economies of scale. While wireless networks are also costly to deploy, the fact that a 

single tower can serve an area and the network can scale by subdividing cells when capacity limits are 

reached mean they do not have the same cost profile as fixed networks. 

Historically, most incumbent fixed networks, in markets with private ownership, were built out under 

a regulated monopoly arrangement that guaranteed a fixed rate of return and the absence of competition to 

address these considerations.  In other countries state owned monopolies, sometimes within a government 

department, provided telecommunication services – also under monopoly conditions. The demands on 

governments to meet other priorities often meant the funds required for network investment were 

constrained. In addition, without rate of return incentives, few matched the level of telephone penetration 

experienced in North America, though there were some exceptions such as in Sweden. 

Competitors that entered markets following liberalization, in most OECD countries, used the existing 

fixed last-mile network under regulated wholesale and interconnection arrangements to provide telephony 

and other services. Few new entrants replicated traditional PSTN access infrastructure. Where competitive 

facilities were introduced they generally involved the provision of additional services (such as cable 

television), which provided a revenue stream to offset some of the fixed costs.  These infrastructures were 

also, for the most part, built in areas with higher population densities. In some countries with areas of low 

population density there are still significant challenges associated with the inherited universal service 

schemes as well as the higher costs that can be involved in expanding traditional and new services.  

The role of wireline amid the growth of wireless 

There are far more people in the world with wireless communications devices than wireline 

connections.  And with mass-market deployment of smartphones and tablets, the introduction of 3G/4G 

cellular networks, and large-scale rollouts of Wi-Fi access points, wireless data usage has grown 

explosively in recent years. Only six years after the introduction of Apple’s game-changing iPhone, the 
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installed base of smartphones and tablets exceeds that of personal computers.
15

 The question naturally 

arises whether fixed networks still deserve so much attention.   

If anything, the growth of wireless data accentuates the need to focus on fixed network deployment 

and enhancement.  Most Internet traffic still runs over wired connections. Worldwide, according to Cisco, 

mobile data traffic was 2% of total IP traffic in 2012, and will be 9% of the total by 2017.  Moreover, while 

mobile networks are extremely significant and create their own unique issues, there are still situations 

where fixed connections are superior.  The throughput of wireless networks continues to improve, but the 

highest performance over a wireless connection will always lag behind what is possible over the more 

controlled environment of a wire.  Moreover, wireless connections are less reliable and vulnerable to 

interference, making them less robust than fixed connections.  And finally, certain applications such as 

video services delivered to large television sets are inherently non-mobile.   

The growth in wireless data traffic has indeed been impressive.  Mobile data traffic doubled between 

2011 and 2012 alone.
16

 Going forward, Cisco’s widely-used Visual Networking Index (VNI) predicts data 

transmitted on mobile broadband networks in 2017 will be nearly thirteen times the level of 2012 (CISCO, 

2013). Wireless networks thus appear to be the fastest-growing segment of data traffic.  In actuality, there 

are few official data to inform this question and where it does exist it can be initially counter intuitive.  

In Australia, for example, the average fixed-line subscription downloads per month increased at 56% 

year-on-year to 30.6 GB per month between 2008 and December 2012.
17

 Meanwhile, during this period, 

the average for mobile subscriptions remained relatively constant at 1.5 GB per month. There are several 

factors at play here, including: the use of fixed networks to offload smartphone traffic via Wi-Fi access 

points; user preference for consumption of some services via fixed rather than mobile networks (for 

reasons of price or performance); or simply because large amounts of the day are spent at locations where 

fixed networks are the default on devices used for consumption (e.g. Wi-Fi at home or work).  

The increase in wireless traffic reported by operators in many markets, therefore, is at least partly a 

function of the growth in individual smartphone subscriptions. In many OECD countries, mobile 

subscriptions already exceed total population and far exceed the number of households.  This trend seems 

likely to accelerate as data-centric devices replace feature phones.  In other words, while the average 

Australian household will likely only have a single fixed broadband connection, it will increasingly have 

multiple wireless data subscriptions associated with smart-phones and tablets. The most recent data 

collected by the Australian Bureau of Statistics showed that the total volume of data downloaded via 

mobile handsets between April and June 2013 was 19 636 terabytes -- a 43 percent increase from the 

previous period of October to December 2012.
18

 Given that the number of subscriptions increased by 13%, 

between December 2012 and June 2013, these data suggest usage is starting to increase per individual user.  

It is also crucial to keep in mind that “wireless” connections involve a significant amount of fixed 

infrastructure. In most cases, the wireless portion of the transmission is only the short hop between the end-

user device and a local network node, whether a Wi-Fi access point or a cellular tower. Those nodes are 

typically fed by high-capacity wired backhaul connections, with microwave relay and other wireless 

backhaul technologies used only where fixed connections are unavailable or unaffordable. It has been 

estimated that 70-80% of the total cost of a 4G LTE network is in fact the expense of fibre backhaul 

(Acreo, 2013). And core networks are almost entirely wireline.  

With the growth of Wi-Fi, fixed networks provide the facilities over which both users and operators 

will off-load traffic whenever that is the most efficient, economic or convenient option. In June 2013, 

Mobidia, a private company monitoring the use of smart-phones, suggested that the growth in usage of 

data on smart-phones across countries such as Canada, Korea, Japan and the United States, was greater 

over Wi-Fi than wireless networks.
19

 These data are measured using “crowdsourcing” techniques, based on 
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apps downloaded to users’ smartphones. The company reported that, on aggregate, across these and other 

countries, Wi-Fi data consumption represented more than 70 percent of total data used on a smartphone 

and was growing faster than cellular mobile usage.  

Globally, public Wi-Fi hotspots are predicted to grow from 1.3 million in 2011 to 5.8 million in 2015, 

according to Informa.
20

  Mobile and fixed operators as well as many governments throughout the world are 

deploying large-scale municipal Wi-Fi networks in major urban areas. In some cases operators use legacy 

infrastructure, such as public telephone booths, to provide places where the hotspot is located, as is 

occurring in New Zealand.
21

  In other cases ISPs are providing Wi-Fi, blanketing central business districts 

and surrounding parklands, such as Internode is doing in Adelaide, Australia.
22

  Some fixed line providers 

without cellular networks, such as Shaw Cable in Canada and Time Warner Cable in the United States, 

have built out extensive Wi-Fi hotspot in their regions as their primary wireless offering.
23

   

As big as the public Wi-Fi cloud is, there are many more Wi-Fi access points deployed privately in 

homes or businesses.  Some wireless providers, such as Iliad Free in France, use their customers’ 

residential Wi-Fi routers coverage to provide service to their mobile users.  Several fixed broadband 

operators including Belgacom (Belgium), BT (United Kingdom), Deutsche Telekom (Germany), KPN 

(Netherlands), SFR (France), and Softbank (Japan) have partnered with Fon, which makes Wi-Fi access 

points that automatically share capacity with other subscribers.  Fon claims over twelve million hotspots on 

its network.
24

  

New technical standards will improve the convenience of handoffs between access points for mobile 

devices.  Several operators in France, Sweden and Switzerland, for example, make use of the Extensible 

Authentication Protocol to provide seamless handovers from cellular to fixed networks via Wi-Fi. The 

IEEE 802.11u standard and the Certified Passpoint initiative from the Wi-Fi Alliance allow for cellular-

like roaming and automatic connections when users approach Wi-Fi hotspots. 

The more traffic on wireless networks, therefore, the more traffic on fixed networks.  If the economics 

or performance characteristics of fixed networks cannot support sufficient growth, mobile networks will 

suffer as well.  Conversely, widespread deployment of fibre networks may help promote high-speed 

mobile data rollouts.  In Stockholm, Sweden, for example, mobile operators took advantage of municipal 

dark fibre to roll out high-speed 4G mobile data services in advance of many other countries. 

Key marketplace developments 

Convergence 

The most significant phenomenon in the evolution of fixed networks is the convergence of all 

communications services.  Convergence has several aspects: 

 From analogue to digital transmission 

 From various transmission protocols to the Internet Protocol (IP) 

 Integration of fixed, nomadic, and mobile networks 

 

Historically, voice, video, and data were delivered over physically separate networks with completely 

different technical characteristics. Today, all three, as well as many other services can be provided over the 

same digital broadband IP connection.  This is not to say that all networks are identical: IP packets can be 

delivered in many different ways.  And the fact that networks can be converged is not the same as saying 

that all of them are.  Moving from an environment in which some telephone traffic uses voice over IP 

(VOIP) to one in which all of it does involve very significant shifts in infrastructure, resolution of 

regulatory and technical questions, and important business changes. By separating the service layer from 
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network infrastructure layers, convergence has encouraged cross-platform and cross-service competition, 

and has encouraged commercial offers based on bundles across in all OECD countries. 

Convergence means that policy considerations for broadband data also become considerations for 

telephony and video. For example, as will be discussed below, as video services migrate to broadband 

platforms through both integrated IPTV and over the top (OTT) distribution, questions about the 

mechanics and business arrangements for interconnection between Internet networks will shape those 

services in ways they never did for over-the-air broadcasting, cable or satellite television.   

One aspect of convergence in the broadband era is that the incumbent providers of communications 

services in most OECD countries are either the leading retail or wholesale providers of broadband Internet 

access.  The difference lies in whether regulators require those operators to offer unbundled access to their 

broadband networks at wholesale rates.  The primary exceptions are those cities and countries with 

publicly funded high-speed broadband networks, such as Amsterdam, Stockholm, and in Australia in 

respect to its NBN.  In all cases, though, the question arises as to whether a single fixed access 

infrastructure will serve a dominant percentage of customers in that market segment.  

Growth of streaming media 

The second major development for the broadband Internet is the rise of streaming media, particularly 

video.  Video now constitutes the largest share of traffic on the Internet (OECD, 2012a).  According to 

Cisco, over the top video represented 57% of all public Internet traffic in 2012.
  
In North America, the 

online video distribution service Netflix already represents over 30% of peak Internet traffic by itself.  In 

total, including IPTV, video on demand, Internet video, and peer-to-peer file sharing, video in all forms is 

expected to represent 80-90% of Internet traffic in 2017 (CISCO, 2013).  At that point, Cisco projects, 

nearly a million minutes of video will cross the Internet every second.   

There are several implications of the growing dominance of streaming video over Internet traffic.  

First, video streams require significant amounts of bandwidth. Perhaps even more important, they require 

sufficiently low latency and jitter to deliver good picture quality across the network.  A 100 megabyte 

video stream may tax the network more than a one gigabyte file transfer, because it has less tolerance for 

lost and resent packets.  Second, online video streaming generally follows a power-law distribution: a 

small number of extremely popular items at one end, and a huge number of items with little usage by 

themselves on the other end.  While there has been significant attention paid to this “long tail,” it is the 

“head” that is most significant in driving network investment.   For such content, typically commercial 

movies, television shows, and similar material, sending an identical stream across the network to thousands 

or millions of viewers is inefficient; caching that content closer to the edge of the content delivery systems 

significantly improves performance.  

Online video streaming also raises important legal and business challenges that are not present for 

websites and cloud computing services.  In particular, online video services are likely to compete with 

broadcast or pay television offerings.  Furthermore, online video content is subject to copyright. Questions 

about licencing and piracy could become potentially significant impediments to growth of the market, even 

if the network capacity is available.  These challenges are exacerbated in a global environment, where 

viewers may watch content across borders even when intellectual property rights or cultural heritage 

restrictions are defined in national terms. 

Going forward, it is possible the distribution of traffic will shift again, and video will no longer have 

the lion’s share.  In particular, the Internet of Things promises many billions of connected devices (OECD, 

2012b).  The sheer number of connections may generate more traffic than online video, even if each uses 

less bandwidth.  Or some systems such as remote operation of robots may require fantastically large 
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amounts of bandwidth.  Even if video remains dominant, there may be shifts in the composition of that 

video traffic, just as streaming dethroned peer-to-peer downloading.  Person-to-person video streams or 

very high-resolution imaging content may displace one-way entertainment content as the primary form of 

online video.   

More generally, there has been a pendulum over time in traffic patterns, from symmetric to 

asymmetric and back.  The telephone network is symmetric, built in an environment in which each 

subscriber is as likely to make as receive calls.  Dial-up Internet access runs over that network, but is 

inherently asymmetric: users make calls to ISPs but do not receive them.  Even when users are primarily 

recipients of traffic on a dial-up connection, the phone call that initiates the connection is outbound.  

Broadband connections are always-on, and therefore eliminate this asymmetry.  Furthermore, the initial 

wave of rich media on the Internet involved peer-to-peer  (P2P) file-sharing, a symmetric architecture. 

When streaming video overshadowed P2P, the pendulum shifted again to services sending large streams 

down to users.  First-generation broadband access networks are often highly asymmetric as well, with 

downstream throughput many times higher than upstream capacity.   

In the future, things could change again.  Fibre access networks can offer symmetric capacity, and 

users are increasingly originating video streams as well as consuming them, thanks to high-quality video 

cameras integrated with smartphones, tablets, and laptops.  Already, wireless operators deploying high-

speed 4G networks are finding formerly asymmetric traffic becoming more symmetric.   

It is impossible to plan for every eventuality.  Policy-makers must address the issues before them 

today and in the near future, which are heavily video-driven.  They should, however, provide enough 

flexibility to allow for changes in usage patterns beyond that time horizon. 

Content delivery and cloud services 

A further complexity is the growing prevalence of servers and storage devices “inside” the network. 

In the classical model of Internet architecture, the Internet is an “end to end” transmission pipe with 

intelligence limited to routing; the computers that act on, serve, and store information are at the edges. The 

two major evolutions of this model are content distribution and cloud computing. Content delivery 

networks use caching servers to locate popular content closer to those requesting it. Serving that content 

from local caches reduces demand on the longer network links, reducing costs and increasing performance. 

Cloud computing provides remote processing and storage services that take the place of local applications. 

A cloud service such as Google Drive needs to distribute processing and storage to reduce latency and 

improve performance in the same ways as a popular content site such as DailyMotion.  

Both of these developments have significant implications for network topology, interconnection, and 

business models.  Large online video and cloud services providers increasingly rely on CDNs to deliver 

traffic to access networks. According to Cisco’s latest Visual Networking Index report, one third of 

Internet traffic globally passes over CDNs, and that total will exceed one half by 2017 (CISCO, 2013). 

These CDNs both provide a benefit to those access networks (by reducing transit costs), and impose 

costs on them (by requiring construction of additional interconnection ports and generating more 

termination traffic).  Interconnection negotiations between CDNs and access networks have become 

contentious as a result.  To achieve their full performance benefits CDNs need to position caching servers 

within the access networks, but they can only do so with the permission of those networks. Access 

networks increasingly are seeking compensation for doing so. 

Major cloud operators such as Google, Apple, Amazon, and Facebook are increasingly self-

provisioning their own network infrastructure, including CDNs, data centres, fibre networks, and 
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transoceanic cables.  These companies generally do not seek to become communications service providers 

themselves.
25

  Instead, they are becoming network operators to internalize costs and improve performance 

by more active network optimization.     

The PSTN transition 

As the converged broadband Internet is growing, the public switched telephone network or PSTN is 

shrinking.  The PSTN is the network of wireline networks delivering “plain old telephone service” (POTS) 

using time-division multiplexing (TDM) technology.  Providing real-time communications capabilities to 

over one billion people around the world, the PSTN is one of the great achievements in human history.  

Already, however, the wireline PSTN has been surpassed in subscribers by wireless networks.  As 

investment moves toward broadband data technologies and away from special-purpose networks optimized 

for voice phone service, the PSTN is gradually becoming a relic.  Its switching technology uses purpose-

built mainframe-class computers, many of which are already past their expected end-of-life date.  And 

subscribers are increasingly choosing to rely on wireless or VoIP connections rather than their landline 

phones at home. 

The sunset of the PSTN is occurring at various rates in different countries. In the United States, it is 

already far along.  Residential switched access lines dropped from 194 million in 2000 to 101 million in 

2012, a period in which the United States population grew by 30 million.
26

  According to the trade 

association for American local telephone carriers, the percentage of U.S. households with traditional phone 

service fell from 93% in 2003 to 25% in 2013.
27

  By the end of 2013, the trade association United States 

Telecom predicts, 43% of households in the United States will be wireless-only and 32% will use VoIP or 

other non-PSTN landline technologies.   

Although countries are at different stages of the transition, this phenomenon is a global one. 

According to the most recent OECD Communications Outlook, more than half of OECD countries 

experienced a drop in analogue PSTN access lines between 2009 and 2011, with annualized declines 

exceeding 10% in Denmark, Finland, France, Israel, the Netherlands, Poland, Slovenia, and Sweden.
28

  In 

eight OECD countries, there are already fewer than 20 standard analogue PSTN access lines in use per 

hundred inhabitants.  

Regulators are beginning to contemplate the transition from the PSTN to an all-IP environment.  This 

involves the deployment of next-generation networks to replace the TDM infrastructure, along with 

resolution of technical and regulatory questions around the transition.  For example, the management of 

e.164 phone numbers is closely tied to the PSTN.  Allowing VOIP devices to seamlessly interconnect will 

require both technical standards such as ENUM and arrangements to prevent breakdowns. Some regulators 

are considering whether to set a “date certain” for the changeover, similar to those used in the transition 

from analogue to digital broadcast television.  

At a general level, the PSTN represents the promise of a universal network.  Part of this promise is 

tied to universal service policies that supported deployment, operation, and use of the network particularly 

in high-cost areas.  Another piece, however, is the ability of any subscriber to reach any other subscriber 

through a common calling environment, known as dialtone.  While the Internet is in many ways also a 

public network and a common platform, it is not obliged by regulation or technology to offer this same 

level of ubiquity.   

Perhaps the most significant element of the PSTN sunset concerns the fate of interconnection. 

Interconnection in the PSTN is generally required by national law and subject to non-discrimination and 

pricing regulation.  For Internet networks, interconnection is typically a voluntary, private, and confidential 

arrangement between operators.  Internet providers are free to refuse interconnection with other providers 
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who wish to exchange traffic.  Regulators have generally concluded that the Internet market is sufficiently 

competitive to allow market forces to discipline anticompetitive behaviour.  And indeed, thousands of 

Internet interconnection arrangements have been negotiated smoothly in this manner, as recent OECD 

work found (OECD, 2013b). This work advocated a “bright line” between regulated TDM interconnection 

and unregulated IP interconnection.  The document took the position that imposition of telecommunication 

regulation on IP interconnection would give dominant telecommunication carriers leverage to impose 

unnecessary obligations on Internet providers.   

The question now is what happens when the regulated TDM interconnection goes away, and all 

telecommunication interconnection is IP interconnection.  Under the existing treatment of IP 

interconnection, which could mean that network interconnection is no longer subject to sector-specific 

regulatory obligations.  Unless it ran afoul of competition policy, a network operator would be free to 

refuse interconnection on any grounds, or treat other providers in discriminatory ways.  

A second option would be for “network neutrality” rules, which restrict blocking or discriminatory 

treatment of traffic, to apply as the primary obligations governing interconnection (BEREC, 2012).  

Although there are important similarities between network neutrality and interconnection obligations, there 

are also differences, most notably the fact that network neutrality (as generally constituted) does not 

affirmatively require interconnection (Werbach, 2008).   

Finally, the “bright line” between TDM and IP interconnection could be maintained by requiring 

TDM operators to maintain the option of TDM interconnection indefinitely.  Such a policy would conflict 

with the overall desire of regulators to facilitate, or at least to allow, the shift from TDM to IP.  Forcing 

network operators to maintain out-dated and duplicative networks would be a more intrusive regulatory 

obligation than applying interconnection obligations to IP connections.      

  



THE DEVELOPMENT OF FIXED BROADBAND NETWORKS 

18  OECD DIGITAL ECONOMY PAPERS 

 

FROM HERE TO FIBRE  

Significance of ultra-fast networks 

Fixed broadband is already a mature technology in the majority of OECD countries.  Growth of fixed 

broadband connections in the OECD had already slowed to 1.8% by the second half of 2011.
29

  The most 

significant current and prospective development is not the availability of broadband access, but the 

deployment and adoption of newer forms of access, specifically mobile broadband and ultra-fast networks 

delivering speeds of 100 Mbps or more. According to the OECD Broadband Portal, the number of fibre to 

the home connections increased by 29% between 2010 and 2012, reaching 14.9% of total fixed broadband 

subscriptions as of December 2012.
30

 Deployment of FTTN systems (and in some countries, DOCSIS 3.0 

cable networks) has also expanded during that time period.   

The economics of abundance 

Such next-generation broadband upgrades provide several benefits.
31

  For example, they support 

robust triple-play offerings in which voice, data, and multichannel video are delivered over the same 

network, as well as potentially other services such as home security monitoring and smart grid energy 

monitoring.  This provides additional revenue streams and also holds the potential to reduce operational 

expenses significantly, as the operator need not maintain and manage multiple networks.  And as usage 

evolves, the capacity and functionality of next-generation broadband networks can be expanded further. 

Fibre-to-the-premises networks today can deliver one gigabit per second or more to and from end-users. 

Inevitably, the question arises whether subscribers will ever need such speeds.  Section III, below, 

identifies a number of OTT service offerings that could benefit from fibre speeds.  More generally, several 

points should be highlighted. First, at every stage in the evolution of the Internet, commenters were 

sceptical there was demand or need for higher speeds.  New capacity creates new opportunities, which 

enable new applications and services to develop.  Already, delivering multiple streams of high-definition 

video to different devices in the home is not a farfetched usage scenario, which exceeds the capacity of 

first-generation broadband networks.  

The dynamic involved is known as the economics of abundance.  When a resource is scarce, 

participants in the marketplace expend energy trying to optimize use of that resource, whether through 

technical measures or business decisions.  For example, given constraints on network throughput today, 

OTT video providers such as Netflix and YouTube employ variable bitrate encoding technology that 

downgrades the quality of the video stream gracefully when capacity is limited.  This ensures that more 

users enjoy a reasonable quality experience, but it also involves trade-offs including processing overhead 

and lowering user expectations.  Similarly, network operators can respond to bandwidth constraints with 

data caps or usage-based pricing, which create economic incentives for users to limit their consumption.   

While such mechanisms, if designed appropriately, can produce economically efficient results, they 

also tend to depress potential demand and innovation.  Historically, for example, those operators with 

unmetered local telephone calls, such as in Canada and the United States, had much higher usage not only 

of those services but also long distance services, which were metered. It also encouraged the first growth of 
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services such as dial-up Internet access in ways that were constrained in those countries with metered local 

calls. 

In an environment where a resource is abundant, new services and approaches emerge that “waste” 

previously scarce resources.  The Internet’s packet-switching architecture, for example, wastes 

computation in network routing, because it requires significantly more processing along the way than 

circuit switching.  Thanks to Moore’s Law, however, computers are inexpensive and increasingly less 

expensive relative to the past, so this trade-off imposes negligible cost penalties and produces massive 

benefits.  Similarly, the caching servers in CDNs and the disk arrays in data centres “waste” storage inside 

the network.   Without doing so, however, there would be no cloud computing or mass-scale entertainment 

content on the Internet.  Abundance encourages entrepreneurs and innovative companies to try out new 

ideas, without having to fit into an optimized rationing environment.  The possibilities of a world of 

unconstrained capacity are simply impossible to imagine ahead of time.  

Second, maximum throughput is not the same as actual performance.  An Internet connection is only 

as fast as its slowest link, so a user on a 1 Gbps connection accessing a web server on a 10 Mbps 

connection with congestion on the intermediate backbone networks may only experience 1 Mbps of 

throughput, or less.  For video services, the engineering of CDNs and collocation of content close to the 

end user may have a greater impact on actual performance than the nominal speed of the network links.
 32

  

Moreover, some broadband networks share capacity in the last mile or distribution segments, so the 

available capacity is less when users in a neighbourhood are active simultaneously. These limitations can 

be alleviated through investment in caching and other enhancements in the core and distribution networks, 

as will be discussed below.   

Third, network deployment costs and capacity are not stepwise functions.  A network delivering 1 

Gbps to the home is not four times as expensive as a network delivering 250 Mbps; in most cases, it is 

exactly the same network.  The decision for operators is, therefore, whether to continue investing in first-

generation broadband networks, whose limits may be reached in the foreseeable future, or to “future-proof” 

their networks so they can easily scale to meet future demand.  Of course, the analysis for any real-world 

network operator will involve their existing infrastructure, market conditions, regulatory environment, and 

characteristics of their service territory.   

Indirect benefits 

A recent study by Ericsson, Arthur D. Little, and Chalmers University of Technology concluded that 

in OECD countries, increasing broadband speeds from 4 Mbps to 8 Mbps produced an increase in 

household income of USD 122 per household per month, and increasing from 8 to 24 Mbps produced a 

significant further increase beyond that figure (Bohlin et al, 2013). This last number likely understates the 

economic benefits of higher speeds, as applications and services taking full advantage of those capacities 

are not yet widely deployed.  Looking at one network in particular, the municipal fibre infrastructure 

deployed by Stokab in Stockholm, Sweden, an analysis by Acreo estimated economic benefits, including 

direct revenues as well as municipal cost savings and benefits to users, at EUR 1.9 billion (USD 2.57 

billion), or more than triple Stokab’s total investment (Acreo, 2013).   

In September 2013, one of the most comprehensive studies of the potential benefits of high-speed 

deployment was published by Deloitte Access Economics, evaluating the impacts of the Australian NBN 

project. The report estimated that the annual household benefits of the NBN would be worth around AUD 

3 800 (USD 3 580) in 2020, in current dollars. Around two-thirds of these benefits (AUD 2 400/ USD 2 

261) are financial benefits, the rest are the equivalent monetary value of consumer benefits such as savings 

in travel time and convenience of e-commerce.
33

  Such indirect benefits include: 
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 Cost savings form municipal telecommunication expenses 

 Increased property values 

 Economic development, including firms’ decisions about where to locate 

 Reduced travel expenses through use of telework and online communications tools 

 Improved productivity 

 

Other research conclusions are consistent with these findings. A study conducted in 2013 by Swedish 

Royal Institute of Technology Masters student Ziyi Xiong, analysed data from 290 municipalities in 

Sweden.
34

 It found that, with a lag of three years, fibre networks show statistically significant socio-

economic benefits. These include population growth and better job opportunities in areas served by those 

networks. A preliminary analysis of three cities in the United States concluded that the presence of fibre-

based broadband was correlated with higher property values in a neighbourhood (Molnar et al, 2013). 

Many of the economic benefits of fibre come from use-cases that are not evident until networks are 

deployed.  For example, SVT, the Swedish public service television operator, arranges with Stokab to 

purchase dark fibre strands for a short period of time to cover high-profile events such as the Swedish royal 

wedding in 2010.  By connecting the video feed from its cameras directly to the editing suite in its central 

production studio, SVT was able to eliminate the expense of sending trucks into the field and using 

satellite transmission to the studio, saving approximately 40% of production costs (Felten, 2012).  

An additional benefit of fibre is a significant reduction in carbon footprint.  Electricity usage of fibre 

networks is estimated at 20% lower than VDSL2 networks with the same number of customers.  Moreover, 

the high-quality communications, telework, and other opportunities that fibre networks enable allow 

subscribers to drive less, further cutting carbon emissions.   

Upgrade paths  

Fibre penetration rates vary greatly among OECD countries (Figure 1). In a few countries, most 

notably Japan and Korea, fibre infrastructure is already widely available, with availability rates exceeding 

65% of the population. In those countries, fibre was a significant element of the first wave of broadband 

deployment.  In a number of other countries, network operators have launched fibre infrastructure as a 

second-generation technology in a limited territory.  In the United States, Verizon has deployed its FiOS 

fibre network to approximately 18 million homes, representing about 15% of the population in the country, 

with no current plans for significant further expansion.
35

 In the Netherlands, KPN in partnership with 

Reggefiber provided FTTH to almost 20% of homes as of September 2012.
36

  Numerous fibre deployment 

projects are now underway throughout the OECD region by incumbent operators, new entrants, and 

municipal providers. 
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Business and regulatory models for fibre deployment  

 

Policy makers have taken different approaches to promoting fibre upgrades. For example, the 

European Commission adopted a series of initiatives to promote fibre to the home deployment in 2010-11, 

and is currently considering whether more significant regulatory intervention is warranted.  The United 

States pre-emptively foreclosed open access requirements for fibre in 2005, and in its 2010 National 

Broadband Plan declined to propose any major commitments to ensure rapid expansion of fibre access 

beyond the current footprint.  On the other hand, countries such as Australia, Israel and New Zealand 

decided that private operators were moving too slowly, and therefore have initiated government-funded 

national broadband network deployments.  Meanwhile outside the OECD area smaller countries such as 

Singapore and Qatar have national FTTH deployments in progress while China is expected to add 

35 million FTTH connections in 2013.
37

 

As noted in an earlier OECD report, the scope of competition in first-generation broadband markets is 

an important driver of fibre deployment (OECD, 2011).  For example, in Japan, intense competition for 

DSL service sparked by low unbundled access rates created incentives for providers to seek competitive 

advantage through higher-speed alternatives.  Japan now has the most FTTH subscribers of any OECD 

country (in absolute numbers).
38
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In theory, the capacity of fibre networks is nearly infinite, but in deployment their end-to-end 

performance depends on backhaul, CDNs, switching electronics, and other factors.  Network operators 

may also limit the capacity of their fibre offerings to discourage users from taxing other network resources 

and increasing their transit costs, or to maximize revenues.  And finally, price must be taken into account 

when evaluating broadband offerings.  Operators typically offer service at a range of speed tiers, and the 

highest-capacity services may be priced at levels that make them un-affordable for mainstream residential 

customers. 

Moreover, there is not a bright line between “true” fibre networks and other forms of advanced 

broadband access.  Most fixed broadband networks today use fibre in the core and distribution segments of 

the network; the issue is how far the fibre extends into the last mile. HFC cable networks using DOCSIS 

3.0 and vectored VDSL2 systems on copper are today capable of delivering performance that, until a few 

years ago, was only available with FTTH.  In many countries, fast broadband services with downstream 

rates of 20-70 Mbps or higher are now available on such networks.  The next-generation standards of 

DOCSIS 3.1 for cable networks and G.fast for copper FTTN network can theoretically support up to 1 

Gbps connections to some subscribers, although their real-world performance and deployment schedule 

remain to be seen.   

As described in the previous section, FTTH networks still have important advantages. They are 

essentially “future-proof,” with the potential for virtually limitless capacity with relatively inexpensive 

upgrades.  They offer the potential for significantly lower operational expenses and lower carbon footprint.  

Cable and FTTN networks may require costly and difficult upgrades to push their performance higher.
 39

 

Moreover, fibre is largely distance-insensitive, while the performance of systems retaining copper loops 

depends on the length of the loop. FTTN systems theoretically capable of offering 50-100 Mbps may only 

be able to deliver that performance to some customers.  The exact percentage will depend on population 

density and the location of central offices.  Finally, FTTH systems are largely symmetric, while alternative 

architectures, especially on cable networks, offer relatively limited upstream capacity.  These benefits, 

however, must be weighed against higher initial deployment costs for fibre. 

In light of these factors, operators in many countries are employing a hybrid model.  Swisscom in 

Switzerland, for example, plans by 2015 to offer vectored VDSL to 800 000 households and businesses, 

FTTN to at speeds of approximately 100 Mbps to 500 000, and FTTH at speeds up to 1 Gbps to 1 million 

customers.  These numbers represent, in aggregate, roughly two thirds of the households in Switzerland.   

Swisscom is partnering with municipal utilities in various cities to deploy fibre networks, often in 

competition with cable broadband providers.  Deutsche Telekom in Germany has announced similar plans 

for a hybrid of FTTH and vectored VDSL2. 

In countries where FTTH is widely deployed, there is still the potential to increase performance 

further. In Korea, which already claims the world’s fastest average broadband connection speeds and has 

one of the highest fibre penetration rates, the government is looking to upgrade the speeds available.  Its 

plans call for more than 90% of the country to receive speeds of 1 Gbps by 2017, with over 15% enjoying 

those speeds by the end of 2013. The costs of upgrading electronics to support these higher speeds are 

substantially lower than the initial deployment costs for FTTH. Supporting true gigabit speeds, however, 

may require caching or serving content locally on the fibre network, which can involve additional costs and 

negotiations between providers. 

There are three main differentiators among fibre network deployments: who deploys the networks; 

whether public funding is involved; and whether an open access model is used.  
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Incumbents vs. entrants 

Among countries with significant deployment of fibre networks, some are primarily provided by 

incumbent communications operators, while in other markets new entrants are more active.  In Japan and 

in the United States, the incumbents NTT and Verizon provide the dominant shares of FTTH infrastructure.  

Likewise in China, a country adding the greatest single number of FTTH deployments each year, 

incumbent fixed network providers are also undertaking them.  

As noted in the prior section, however, Japan mandates fibre unbundling, so other retail broadband 

providers may offer service on the NTT network. China also does this for deployments in new housing 

developments.  In Korea, the incumbent Korea Telecom competes against SK Broadband, LG Uplus and 

cable operators for FTTH customers, with each provider building its own infrastructure. In most European 

countries, fibre deployments by incumbents have been very limited until recently.  The primary providers 

of FTTH have been new entrants, although in some cases these actors were later acquired by incumbents.   

One category of entrants is those already providing broadband or other communications services. 

These include incumbent cable television providers upgrading subscribers from lower-speed cable 

broadband options to fibre, and entrants providing first-generation broadband through unbundled access to 

carrier DSL networks.  A variant model is for incumbents and these entrants to co-invest in fibre 

deployment. In France, since 2009, the incumbent Orange has co-investment agreements for fibre with 

Iliad, SFR, and Bouygues Telecom under a framework established by the regulator ARCEP. In Spain, 

Telefónica has signed a co-investment agreement with Jazztel and Orange has done so with Vodefone. A 

third co-investment arrangement among Telefónica, Orange, and Vodafone is currently under review to 

resolve disagreements over pricing.   

In many countries, fibre networks are also being deployed by non-communications companies.  These 

include construction companies, electric utilities, and online service providers.  Unlike communications 

providers, these entrants do not have concerns about legacy infrastructure or “cannibalization” when they 

deploy fibre networks.  Especially for the deployment of physical infrastructure, companies without a 

background in communications may have all the necessary resources and access to the same equipment 

vendors as communication operators.  They therefore have the potential to shake up markets when 

incumbents are reluctant to deploy. 

In the Netherlands, the most aggressive driver of fibre deployment is Reggefiber. Reggefiber was 

formed by Reggeborgh, the investment vehicle of the Wessels family, which also owns the large 

construction company Volker Wessels.  The incumbent, KPN, partnered with Reggefiber and subsequently 

acquired majority ownership over the company, although it still operates as an independent entity. The 

initial deployment focused on Amsterdam but more recently Reggefiber has been concentrating on smaller 

cities and towns. The company has also expanded to similar towns in Germany, mostly close to the Dutch 

border. 

In Italy, Metroweb, controlled by state-backed financing agency Cassa Depositi e Prestiti (CDP) and 

infrastructure fund F2i, with a share owned by Milan’s Fastweb, has announced plans to bring wholesale 

dark fibre to 30 Italian cities. The incumbent Telecom Italia decided in May 2013 to spin off its fixed line 

copper and fibre network as a wholesale provider, and is in discussions for CDP to take a stake in the new 

company. 

Another category of fibre entrants is utility companies. In the OECD area, these are a mixture of 

national and local providers, some of which are private and some of which are state or municipally-owned.  

These companies have many of the same attributes as communication carriers.  They have the financial, 

technical, and operational wherewithal to deploy and operate large-scale networks providing services 
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directly to residential users.  And they control access to rights of way that are among the biggest barriers to 

fibre deployment. Although there are some differences, laying fibre is not radically distinct from running 

electrical wires to the same homes.  In many areas, utilities have actually deployed communications 

networks for internal management purposes, and for smart grid functionality to monitor their energy 

networks.  However, because their primary market is not communications, these companies typically do 

not have an existing broadband, voice, or video business.   

In the United States, most electric utilities have been reluctant to enter a new and potentially riskier 

business.  The exception is a small number of municipally owned utilities in small to mediums-sized cities.  

In Japan, on the other hand, 16% of fibre deployments, as of 2009, were by utility companies.
40

  The 

percentage is even higher in western regions such as Kyoto and Osaka. 

A different kind of non-traditional provider is Google, whose main business is operating the dominant 

Internet search engine and associated online services.  Google launched a competition to partner with a 

municipality to deploy a fibre to the home network in a city in the United States.  It received proposals 

from over 1 000 communities and chose Kansas City, Kansas as the winner in 2011.  Google is currently 

deploying in Kansas City, and has announced plans for further deployments in Austin, Texas and Provo, 

Utah.   

Although it is not an infrastructure provider, Google does have significant expertise operating 

networks for internal purposes.  It is believed to operate one of the world’s most high-capacity fibre 

networks to connect its data centres.  All this network capacity also gives Google access to effectively 

“free” backhaul for on-network traffic. Google has indicated repeatedly that it does not see itself as a 

communications network operator.  It describes its rationale for the Kansas City deployment as allowing it 

to experiment with fibre networks in real-world conditions, and also pressuring existing network operators 

to upgrade.  Nonetheless, Google has structured its operations to generate revenues that at least cover its 

costs. 

Public funding  

Public entities can support fibre networks in several ways.  They can fund deployment directly from 

general revenue, or they can provide various direct and indirect subsidies to encourage private deployment.  

Public entities may also contribute capital as investors in fibre operators.  Another dimension is the type of 

public entity involved. Some public investment is coming at the national level, while in other areas it is at 

the regional or municipal level.  Public institutions can also provide low-cost loans to provide operators for 

fibre deployment, a strategy that has been used in Canada, Portugal and the United States. In the OECD 

area the most extensive public investment plans for fibre are in Australia, New Zealand, and Israel, which 

have announced plans for government-funded networks providing high-speed connectivity to the home 

throughout their countries.   

In 2007, the incoming Australian government announced plans for a national wholesale-only, open-

access National Broadband Network (NBN). The network was estimated to cost AUD 37.4 billion (USD 

35.3 billion) in capital expenditure to construct over a 10-year period, including an Australian Government 

investment of AUD 30.4 billion (USD 28.7 billion) with a peak funding cost of AUD 44 billion (USD 41.5 

billion). NBN Co, a government-owned corporation, was established to design, build and operate the NBN, 

and construction began with a trial rollout in Tasmania in July 2010.  

The FTTH rollout was planned to reach approximately 93% of Australian homes by 2021. As of 

September 2012, construction of the network had commenced and 24 000 customer services were active. 

As part of an agreement with NBN Co, the telecommunication incumbent Telstra will move its customers 
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to the NBN, and lease access to its exchange space and extensive network ducting to assist in the rollout. A 

similar agreement with Optus is in place. 

At this time, the future of the NBN is uncertain in terms of several commercial and technological 

choices that will be taken in the coming months. Following an election, in September 2013, the incoming 

government is reviewing the status of the project before deciding which aspects will be continued and 

those that will be revised.  One key decision is whether to continue with the previous plan for FTTH to 93% 

of households or to substitute an FTTN deployment or other option for some of these households. Some of 

the factors that will be taken into account are the costs of FTTH, as opposed to FTTN, as well as the 

timelines for both options (e.g. speed of deployment; duration of expected utility and so forth).
41

 If a 

decision is made for FTTN, then policy makers have indicated that business and consumers would have an 

option to self-fund the final fibre connection from the node to their premises. 

In Israel, the state-owned Israel Electric Corporation (IEC) will deploy a 1 Gbps fibre network in 

partnership with a group led by Sweden’s Viaeuropa, with plans to cover two thirds of the country by 2020.  

IEC already has close to 3 000 km of fibre deployed, and it will form a new company for the FTTH 

network with the partners owning 60%.
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In 2009, the New Zealand government established Crown Fibre Holdings (CFH) to manage public 

investment of NZD 1.35 billion (USD 1.24 billion) in “Ultra-Fast Broadband” (UFB) infrastructure, with a 

goal of serving 75% of New Zealanders within ten years at speeds of at least 100 Mbps downstream and 50 

Mbps upstream.  The plan is to involve the private sector to contribute additional investment as well as 

directing any public funding to open-access infrastructure. Crown Fibre Holdings manages the contracts 

with fibre companies building UFB facilities. The largest such player is Chorus, a wholesale infrastructure 

provider company listed on the New Zealand stock exchange, after it was split off from Telecom New 

Zealand’s retail operations. Retail service providers, such as Vodafone New Zealand, provide different 

bundles of services (e.g. Internet, telephone, video) over FTTH networks in cities such as Auckland, 

Wellington and Christchurch.
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  Approximately 20% of the UFB buildout has been completed so far. 

An alternative means of public funding for fibre is at the municipal level.  While not providing 

nationwide coverage, and in particular, not seeking to address “digital divide” considerations for rural 

citizens, such initiatives have been successful in several countries for stimulating fibre deployment in cities. 

In Sweden, over half of the households had access to broadband connections of at least 100 Mbps by 2012, 

exceeding the government’s articulated goal three years early, thanks in substantial part to municipal 

networks. There are approximately 170 companies or organizations in Sweden involved in the provision of 

municipal broadband in different cities, of which approximately 30 are large urban networks comprising 

the bulk of the investment.   

Most notably, the city of Stockholm created a non-profit entity, Stokab, to build and operate a city-

wide fibre to the home network.  Since 1994, Stokab has invested over USD 814 million and deployed a 

network of 1.25 million kilometres of fibre that now serves 90% of households and almost 100% of 

enterprises in Stockholm. Service providers lease fibre from Stokab, which is limited to providing point-to-

point dark fibre circuits on an open-access wholesale basis.  The service providers are able to architect 

networks and services on top of Stokab’s fibre to offer differentiated services to customers.  This approach 

of municipally-owned utilities is also being employed in Norway and Denmark. 

There are also hybrid models involving public-private partnerships.  In such arrangements, a coalition 

of local institutions comes together to bring the benefits of high speed broadband to their residents.  These 

partnerships may deploy fibre networks themselves, as in the case of OneCommunity, a non-profit that 

provides high-speed connectivity to over 2 000 hospitals, schools, libraries and government offices in 

Ohio, or they may facilitate deployment by traditional network operators.  Gig U, a coalition of 30 research 
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universities in the United States, works to leverage the high-capacity networks these institutions already 

operate across their campuses as a foundation for ultra-fast broadband deployments in the surrounding 

communities.  In the Catalonia region of Spain, the Xarxa Oberta project seeks to connect over 5 000 

public bodies in 946 municipalities, and also offer wholesale open access fibre (Ganuza et al, 2010).
44

 

Open access  

In nearly all countries in the OECD area, incumbent telecommunication providers that operate 

copper-based broadband networks are required to offer unbundled wholesale access to competitors at 

regulated rates (OECD, 2013c). Such open access mandates ensure that even if competition among 

physical network infrastructure is infeasible, there is the opportunity for competition at the retail level to 

drive consumer benefits and innovation.   

Some countries, including Japan and the Netherlands, require unbundling of FTTH networks, and 

similar rules are under consideration elsewhere. The European Commission in 2010 recommended 

regulated wholesale access to the last mile fibre facilities of operators with significant market power 

(European Commission, 2008). Even some countries that do not mandate unbundled access to wholesale 

fibre connections require sharing of civil engineering assets, such as ducts and conduits, which make it 

easier for competitors to deploy. In countries where unbundling is considered unnecessary due to the level 

of competition (such as in Korea and Hong Kong, China) regulators have established guidance or good 

practices to ensure competitive facilities providers have ready access to inside wiring (e.g. so they can 

connect their networks to facilities in the basements of apartment buildings). 

An alternative model is to encourage operators to build fibre and other high-speed broadband 

networks as the sole service provider over these networks in competition with other facilities-based 

providers.  In effect, this limits competition for high-speed broadband to situations where more than one 

network deploys in the same area.  This is the approach taken by the United States, where the FCC pre-

emptively declined to unbundle fibre networks. There are some areas of the United States served by new 

entrants using unbundled facilities, over copper networks, though they tend to be relatively small and 

operate in a limited geographical area. One example is Sonic.net which has expanded from using 

unbundled DSL lines to offer its own fibre network in Sonoma County, California, in competition with 

incumbent telecommunication and cable operators.
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 In Korea, unbundling is not required for fibre 

deployed after 2004 and unbundling is little used in Canada.  In all three countries policy makers have 

chosen to largely rely on infrastructure competition rather than a combination of facilities based 

competition and unbundled facilities. 

Some new entrants have voluntarily chosen an open access wholesale model for FTTN networks, 

based on business considerations.  Marketing and supporting retail Internet access services is in many ways 

a fundamentally different business than digging trenches and deploying networks.  A further model has 

been for policy makers to insist that the first deployment of fibre be done in a way that enables some 

measure of competitive services to be provided over those facilities.  One example is in Switzerland where 

an operator is required to ensure that each newly connected cable is a bundle of four fibres – one reserved 

for the builder and the other three available for competitive service providers.
46

  In France, policy makers 

have introduced safeguards based on “…the principle of having operators shar[ing] the last segment of the 

networks, thus reducing the amount of work that needs to be done on the private property while also 

limiting the dangers of a local monopoly forming in the buildings.” 
47

 

In Kansas City, Google initially planned an open access network but later adopted an exclusive model.  

According to the company, in order to deliver actual performance substantially superior to non-fibre 

networks at scale, Google must aggressively utilize its own massive backhaul network and collocate 
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content deliver servers in Kansas City.  A competing provider that gained wholesale access to the last-mile 

fibre connections, they say, could not affordably acquire similar capacity.   

In addition to the competition policy considerations, the open access model creates a different set of 

business requirements than the exclusive model. Operators must have the processes and skills to manage a 

wholesale business effectively, and there must be enough retail providers for a working marketplace. If 

retail providers are not able to deliver differentiated and value-added service offerings, there may not be 

sufficient demand to drive adoption. This was apparently one reason that the utility company Dong Energy 

was unsuccessful in launching a wholesale fibre network in Denmark.  It eventually sold its operations in 

2009 to the incumbent operator TDC.
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Local factors and timing may create different outcomes for the same approaches. In the United States, 

the city of Provo, Utah built a municipal fibre network beginning in 2001, but it was not financially 

successful. In 2013, the city agreed to transfer the network to Google at no cost, as the foundation for 

Google’s commercial FTTH deployment in the city. On the other hand, Stokab in Stockholm, Sweden has 

created a successful wholesale fibre business with over 100 partners. It is worth noting that business 

models can change depending on circumstances. Telecom Italia’s decision to separate infrastructure and 

services for its fixed broadband networks represents one example of a company fundamentally changing its 

business model.  

Barriers to Investment  

Policymakers generally agree that further deployment of high-speed broadband networks, especially 

fibre to the home, would bring significant economic and social benefits.  A key issue is therefore whether 

there are optimal incentives for private companies to make the necessary investments.  Several barriers 

might hamper investment in high-speed broadband.  

Capital expenditures 

As noted above, the challenge with deployment of fibre networks is the high fixed cost of the upgrade.  

In the United States, Verizon’s costs for FiOS were estimated at USD 750 per home passed in a 

neighbourhood, plus an additional USD 600 for each home that actually subscribed.
49

  Verizon’s “take rate” 

for FiOS is approximately 30%, meaning the effective up-front expenditure for each subscriber was nearly 

USD 3 000.  Even without competitive constraints on pricing, the economics of such an offer are difficult 

to sustain.  And indeed, Verizon announced in 2010 that it would wind down FiOS expansion well before 

reaching its entire service territory.
50

  With newer technologies and higher densities, however, per-home 

costs of fibre can come down substantially.  Other fibre deployments have seen better take rates; for 

example, Reggefiber in the Netherlands reports a 60% take rate for completed projects, partly by requiring 

pre-commitments from enough homes before expanding into a neighbourhood.
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The cost characteristics of fixed networks have important business implications.  The business case 

for a fixed network is heavily dependent on factors such as population density and residential patterns 

(freestanding homes compared to apartment buildings). It also depends heavily on the take rate – the 

percentage of homes passed by the network that actually subscribe to services. A fixed network must 

generally be built out past every home in a neighbourhood, whether that home generates revenue or not.  

Its costs therefore are relatively insensitive to the number of subscribers, but its revenues are not.   

One way to address the sensitivity to the take rate of fibre networks is to target deployments more 

narrowly and use social awareness to encourage adoption.  This is the strategy Reggefiber pioneered in the 

Netherlands where it distributed pins for customers, that had signed up for the prospective service, to place 

in their gardens to encourage their neighbours to also do so. In the United States, Google developed a 
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similarly novel marketing and rollout strategy for its fibre network in Kansas City by dividing the city up 

into “fibrehoods” and asking residents to commit ahead of time to subscribe.  Only when enough residents 

in a fibrehood make the initial payment does Google deploy in that area. Both companies use a similar 

approach to reduce take rate risk. 

For fixed networks, the physical environment and population patterns have a large effect on costs.  

Construction of networks is inherently more expensive in some areas.  Even more important is population 

density.  If the same fibre loop passes more homes, it will be effectively less expensive to serve each one. 

And if hundreds of “homes” can be served by bringing one fibre connection into an apartment building, the 

costs drop still more. This is one reason why Japan and Korea, which have a high portion of their 

population in a few urban areas dominated by apartment buildings, have such high fibre penetration 

relative to the rest of the OECD.   

Cost is always only one half of the equation.  The other half is revenue.  For existing operators, fibre 

deployments must be considered in comparison to their current first-generation broadband offerings.  

Subscribers are not always willing to pay more for additional speed.  Moreover, ability to price high-speed 

broadband at a premium may be limited by competition or regulation.  The equations are somewhat 

different for new entrants, especially those focusing purely on the wholesale portion of the market.  

Finally, competition affects the business calculus for investment. A telecommunications operator 

considering investing in FTTN or FTTH has to evaluate whether enough of DSL subscribers would 

upgrade, and be willing to pay a high enough price to recoup the network investment. If a cable-based 

broadband provider is in the same territory, however, the operator may be in jeopardy of losing those DSL 

subscribers anyway.  In such a scenario, fibre may be more appealing as a competitive differentiator. 

Transit costs  

To realize the potential of high-speed broadband networks requires more than a fast connection in the 

last mile.  Most commercial services that users access over the Internet are not local.  Backhaul and transit 

costs can be significant, especially in areas where there is limited competition or price regulation for such 

“middle mile” services.  In the United States, many of the projects funded through the USD 4 billion 

Broadband Technology Opportunity Program launched by the federal government in 2009 were for 

middle-mile systems.   

While transit costs are an issue for any communications network, they can be particularly problematic 

for ultra-fast broadband.  Such networks carry huge volumes of traffic, and require high-performance 

connections to take advantage of the abundant bandwidth in the last mile.  According to a recent report, for 

example, users of the Australian NBN download 47 gigabytes per month, which is 50% more than the 

national average for fixed broadband in that country.
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  Especially for media and cloud services, CDNs and 

collocation of data centres locally may be necessary in order to maintain quality of service and reduce costs.   

Municipal obstacles 

One of the most significant barriers to fibre deployment is the physical access required.  Deploying 

fibre to the home typically requires operators to dig up city streets and dig trenches outside homes. The 

inconvenience involved for residents makes municipalities reluctant to approve such operations, especially 

multiple times for different providers.  If fibre is run overhead or through existing utility conduits 

underground, access to those facilities becomes a bottleneck.  Poles and conduits are often owned by 

municipalities or electric utilities, which may charge high rates in order to extract as much revenue as 

possible.  Simply navigating the complexities of deployment across all these different channels can make 
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fibre rollouts complex and add to costs. In France, the regulator has estimated that civil engineering 

accounts for between 50% to 80% of the cost of laying local fibre loops.
53

 

In addition to the physical difficulties, local governments themselves may impose obstacles to fibre 

deployment.  These can include franchising requirements and zoning laws, which may involve lengthy 

delays for approvals.  Established operators may lobby local or regional governments not to provide 

favourable terms to new entrants who will compete with them and the situation can also arise that the local 

authority owns a municipal network. 

A countervailing force is the desire of municipalities for the economic development benefits they 

anticipate ultra-fast broadband will bring.  The overwhelming response by cities to Google’s RFP for its 

FTTH project, in the United States, suggests that many local governments appreciate these benefits, if 

provided with an opportunity to act.  A key element in Google’s selection of host cities involves their 

commitment to removing legal and operational barriers that would slow or increase the costs of 

deployment. 
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RELATIONSHIP TO APPLICATIONS, SERVICES, AND CONTENT  

Broadband and Specialized Services 

As noted above, all communications services are converging to digital broadband delivery.  However, 

this does not mean that all traffic will be routed over the same undifferentiated Internet connections.  

Network operators may segment traffic on their broadband networks for performance, security, 

management, and strategic business reasons.  Such offerings are generally referred to as managed or 

specialized services. 

A telemedicine service connecting a rural clinic to a large urban hospital, for example, may require 

extremely high capacity, guaranteed quality of service, and secure protection of sensitive data.  That 

service could be delivered over a virtual “managed pipe” through a variety of technologies that allow 

differentiation of traffic flows.  Other examples include VOIP telephony and IPTV offerings delivered by 

network operators alongside their broadband access services.  To subscribers, these are distinct product 

offers, often with separate billing.  The traffic is routed separately once it reaches the first connection point 

in the operators’ network, usually on dedicated circuits.   

The treatment of specialized services has become an important question in the debate over “network 

neutrality” rules.  Many network neutrality regimes, such as that in the United States and the proposed 

legislation in the European Union, expressly exempt specialized services from non-discrimination 

provisions. Some services running over broadband networks may need segmentation and differential 

treatment for service quality or security reasons.  However, there are concerns that the exception allows 

operators to undermine network neutrality by treating certain services better than others.  This issue is the 

subject of significant debate, beyond the scope of this report. 

The alternative way to deliver services over broadband networks is over the top (OTT).  An OTT 

service uses no specialized capabilities of the network that are not available to other service providers.  

Typically, OTT services are provided by companies other than the operator.  However, operators 

themselves can offer OTT services either directly or through subsidiaries, such as the video site Daily 

Motion owned by Orange. Operators may also offer specialized services such as CDNs or secure 

connections on a wholesale basis to third parties, who use them to create OTT offerings. 

OTT offerings 

High-speed broadband networks provide access to the Internet, and therefore to an extraordinary 

wealth of content, applications, services, and communications links.  In a sense, all of the Internet is an 

OTT offering.  However, the great potential of high-speed networks is to allow for new functionality and 

innovation above and beyond those enabled by the existing mainstream broadband ecosystems.  Some of 

the major categories of new and enhanced OTT services are described below.  Many others are likely to 

develop primarily on mobile devices, where fixed networks will serve as backhaul.
54

 



 THE DEVELOPMENT OF FIXED BROADBAND NETWORKS 

OECD DIGITAL ECONOMY PAPERS   31 

Real-time communications 

High-speed broadband connections will turn wireline voice telephony, which was historically the 

principle function of telecommunication networks, into one of many applications on a data-centric 

platform.  Already on first-generation broadband platforms, voice over IP is available as both a specialized 

service and OTT.  Many of these OTT applications such as Skype, Apple’s Facetime, and WhatsApp 

include video capability in addition to voice, as well as additional functionality such as messaging, screen 

sharing, file transfers, and high-resolution voice encoding.   

As part of the PSTN transition, next-generation broadband will generally replace legacy voice 

services with offerings integrated into the broadband network.  With additional capacity, OTT 

communications services involving additional features, high-quality video, and integration with computers 

and television sets in the home may become significant.  Multipoint high-resolution videoconferencing can 

be used to provide a range of services including telehealth, remote training, aging in place, and distance 

learning.  

Entertainment video services  

As described earlier, streaming media (particularly video content) is growing extremely rapidly with 

the rollout of broadband networks.  This includes both distribution of commercial content such as movies, 

television shows, and live sports as well as sharing of short video clips and user-generated content on 

services such as YouTube.  High-speed networks allow such video content to be delivered at higher quality.  

With the digital television transition completed in most of the OECD, high-definition (HD) video has 

become the norm for commercial broadcasting.  Even smartphones are now capable of recording in HD.  

And even higher-resolution technologies such as 4K HD and 3D are in early stages of deployment.  Netflix 

CEO Reed Hastings estimates 4K streams require approximately 15 Mbps of dedicated bandwidth, so 

overall connection speeds of 50 Mbps will be needed for good performance.
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A variety of video services provide additional functionality on top of content delivery.  These include 

DVR functionality for pausing and reviewing live television and events, as well as catch-up TV 

functionality for previously broadcast shows.  These video services are increasingly being delivered to 

television sets, either through set-top boxes or consoles or via connected televisions, the subject of a 

previous OECD report (OECD, 2014b).  The smart television market in Korea already reaches 2.5 million 

people and is expected to grow to 40% of the population in 2018. 

Telework/telepresence 

Telework, allowing employees and independent professionals to work remotely rather than in 

centralized offices, has many potential benefits.  It cuts costs and time of commuting. It also gives workers 

greater flexibility, which is particularly important for those responsible for caring for others or otherwise 

needing to spend time at home.  It reduces expenses of providing physical office space, as well as travel 

expenses.  And it allows for virtual collaboration among distributed teams.  One goal originally set as part 

of Australia’s NBN project is that at least 12% of Australian employees have a teleworking arrangement 

by 2020. 

In Korea, which has among the world’s highest adoption rate for fibre to the home, these effects are 

already being felt. A recent study by VMware found that at least eight out of every 10 employed Koreans 

could be dubbed “smart workers,” indicating that they have somehow adopted a flexible working style -- 

mobile offices, virtual meetings and working in remote areas -- into their workplaces. 

Telepresence systems provide very high-quality video and audio connections, creating the sensation 

that the remote participants are in the same room.  Although currently available primarily for enterprises, 
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telepresence promises to further expand the scope of telework as it becomes available in the home.  The 

potential benefits are significant.  For example, the networking equipment vendor Cisco cut its internal 

travel expenses by USD 400 million annually by replacing travel with telepresence between offices. 

Deploying telepresence requires end-to-end quality of service, which today is achieved through specialized 

interconnection arrangements between network operators.  

Cloud computing and storage  

Cloud computing services move the functionality of desktop applications into the cloud.  In addition 

to greater functionality, such services allow users to access their data and applications anywhere, from any 

Internet-connected device.  Cloud services have rapidly become popular in areas ranging from productivity 

applications (Google Docs) to enterprise software (Salesforce.com), and have become the foundation for 

new companies (e.g. Dropbox and others built on Amazon’s cloud platform).  

Cloud services can benefit from the high speeds of fibre networks.  Higher broadband speeds allow 

data stored remotely to be accessed as quickly as on a local hard drive, and synchronized transparently 

across multiple devices.  To encourage cloud usage, for example, Google provides one terabyte of free 

remote storage on its Google Drive service for subscribers to its fibre service in Kansas City.   

While the issues around trans-border data flows have long raised issues now associated with cloud 

computing they have recently received significant attention in the press and at the Internet Governance 

Forum related to surveillance practices.
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 Some of this commentary in the press has neglected the good 

practices, sometimes assisted by government policy, that have developed in certain areas to increase the 

efficiency of local Internet traffic exchange (e.g. the establishment of IXPs).
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 While the issues go beyond 

the scope of this report, it is clear that some approaches may affect the physical location of cloud 

computing or other aspects of traffic exchange and therefore have implications for network developments 

that were designed to improve the responsiveness and resilience of the Internet (e.g. location of DNS 

servers).
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Financial services 

Much of the innovation in online financial services in the coming years is likely to involve mobile 

access.  The combination of powerful smartphones, short-range communications technologies such as NFC 

and extended Bluetooth as well as biometric authentication, microtransaction platforms, and affordable 

reader and sensor devices promises a massive migration of transactions from traditional mechanisms such 

as cash and credit cards to mobile payments.  Such innovations generally involve relatively low per-device 

data volumes (compared to, say, streaming media), and thus do not require enhanced capacity in fixed 

networks.  However, payments are just one side of the financial services equation.  The other side is the 

centralized systems that manage large volumes of data and transactions.   

Financial services firms such as banks and investment brokers already provide online access over the 

web.  With the growth of mobile payments, however, the need will grow for more sophisticated cloud 

infrastructure to process banking transactions, payment transactions, and securities trading.  This 

infrastructure will have to guarantee security and quality of service to handle a financial universe involving 

far more real-time transactions to far more devices.  Such capabilities dovetail with those necessary to 

support cloud computing and application acceleration.   

Internet of Things 

Virtually all electronic devices, home appliances, sensors, cars, machines, and industrial equipment 

could be integrated with Internet connectivity, a development known as the Internet of Things. Ericsson 

estimates that by 2020 there will be 50 billion such connected devices.
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  As detailed in a recent OECD 
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report, machine-to-machine (M2M) functionality allows these devices to communicate with each other 

directly, without human intervention (OECD, 2012b). 

Only some elements of the “Internet of Things” will take advantage of ultra-fast fixed networks.  A 

high percentage of M2M connections will be wireless, using short-range links to reach a wired network.  

Some devices are mobile or move around a defined environment, and for others, connecting wirelessly 

avoids the need to establish a direct wired connection to every device.  Even for such devices, having 

significant fixed network capacity will provide benefits.  In aggregate, the Internet of Things will generate 

significant network traffic, even if many devices individually require far less bandwidth than a human-

connected device such as a smartphone.  Some devices such as remote cameras will, however, require 

substantial capacity, and others may generate large volumes of telemetry data, which needs to be managed 

using big data techniques in the cloud.  

Smart homes  

Fibre networks have the potential to generate massive cost savings and other benefits by connecting to 

energy-consuming equipment inside homes, and the electric distribution network outside of it.  So-called 

smart grids can measure usage in real time and create mechanisms to shift demand away from peak load 

periods. Such real-time feedback networks involve massive data requirements, which the high capacity of 

fibre can support.  James Salter, a former utility executive, estimated at a conference in early 2013 that the 

benefits to utilities of equalizing supply and demand through smart grids were approximately USD 1 800 

per home, roughly the same costs per home served for FTTH in the United States and similar markets.
60

  

Business Models for Deployment 

Cost causation and infrastructure benefits 

Deploying and operating Internet infrastructure is relatively expensive.  And increasing the capacity 

of those networks to handle more traffic or higher quality of service generally requires additional 

investment.  Discussions about network upgrades often turn to the question of who should pay for those 

costs, and how.   

Money flows into the Internet infrastructure in several ways.  End-users pay their Internet access 

provider a monthly fee for their broadband connection, and potentially for other services they use.  They 

may also pay a network-based service provider, such as a cloud service or an online content provider, a 

subscription fee or other charge.  Alternatively, those providers may monetize their services through 

advertising, trading on the value of the end-user “eyeballs” without charging those users directly.  If the 

interconnection arrangement involves paid peering, content distribution, transit or another value-added 

service, network operators may also pay each other for delivery of traffic.  Finally, network operators may 

receive public support either in the form of subsidies or direct public funding of networks.     

Telecommunication operators face significant potential financial challenges particularly in relation to 

traditional services. Overall telecommunication investment levels have largely recovered from the 2008 

financial crisis, but are still at the pre-crash level in some countries or in others at the peaks reached during 

the burst of network deployment around 2000.
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  The progression of the PSTN transition means that 

analogue fixed lines are declining, falling from 21% of the total fixed, mobile, and broadband access paths 

in the OECD in 2009 to 19% in 2011.
62

  Subscribers are abandoning their traditional fixed connections to 

rely entirely on mobile devices, or using some form of VOIP.  While the substitution of a household fixed 

line is often undertaken by multiple mobile subscriptions, here too traditional pricing models are under 

greater competitive discipline. Social media and Internet-based messaging services, for example, are 
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cutting into carrier revenue from high-margin SMS services.  In this environment, operators are evaluating 

a variety of potential new revenue sources.   

Content-based interconnection charges 

Traditionally, Internet access providers have received virtually all of their revenues from their own 

subscribers.  Their connections to other networks have typically been on a settlement-free peering basis, or 

involved payments to transit providers for routing traffic between their customers and other subscribers.  

Even when network interconnection involves positive charges, those charges have generally been generic 

as to the type of traffic. In some cases, access networks charge CDNs to host caches inside their networks, 

even though those caches reduce the volume of traffic flowing into the access networks.  CDNs are able 

and willing to pay these fees because they receive payment from their own content-provider subscribers.   

In 2012, the European Telecommunications Network Operators’ Association (ETNO) proposed that 

operators be permitted to impose content-based interconnection charges for access to their broadband 

subscribers.
63

  Specifically, ETNO recommended that the International Telecommunication Regulations 

(ITRs) include Internet infrastructure and countries establish rules governing IP interconnection.   ETNO 

argued that as value shifts towards OTT providers, revenue flows should be realigned. Under ETNO’s 

concept of “quality based delivery,” operators could establish interconnection terms for specific services 

and types of traffic.
64

 Although ETNO’s proposal was not adopted at the 2012 World Conference on 

International Telecommunications (WCIT-12), it has remained a subject of discussion.   

ETNO urged that content providers pay network operators to recover the costs they impose on 

network infrastructure, and specifically advocated for a “sending party pays” rule for Internet traffic.   The 

group argued that the evolution of the Internet “has created strong imbalances in the value of peering 

relationships.”  About 10-15 OTT providers, it said, originate more than 70% of incoming traffic, and 

many of those providers receive significant advertising revenue, which do not go to network operators. 

Before evaluating the substantive issues, it should be noted that some objections concerned the venue 

for ETNO’s proposals: negotiations over an international treaty. Some opponents argued that ITRs should 

not be used to determine business relationships between operators and other service providers in a 

competitive international telecommunication market. Such an approach might be used to constrain 

competition, particularly where governments have the intent of limiting international trans-border 

competitive entry.  Claims about the economic arrangements between operators and other entities are best 

addressed within the scope of existing efforts at the national and regional level to promote competition, 

investment, and innovation in the telecoms market. 

In considering the substance of the ETNO proposal, it is important to differentiate between allowing 

commercial negotiations that result in content-based interconnection charges and allowing practices that 

effectively mandate such arrangements.  Today, some OTT providers may voluntarily pay operators for 

enhanced quality of service delivery, though these arrangements are generally regarded as confidential.
65

  

Others may refuse such offerings and, while these discussions are also confidential, this would seem to be 

occurring according to ETNO.  It would not appear that any additional authorization is needed for content-

based rates to be discussed.  

Many operators also offer CDN functionality, which results in a similar payment structure.  

Effectively, these arrangements would constitute specialized services, which are distinguished in many 

network neutrality regimes.  The argument for permitting such payment is that, in a market with sufficient 

competition, parties should be permitted to enter into mutually beneficial transactions, even if they produce 

differential treatment among providers.  Opposing arguments are that discriminatory treatment of traffic 

inherently weakens the Internet as a platform for innovation, choice, and free expression especially where 
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there is insufficient competition or high transaction costs associated with shifting providers.  A February 

2014 agreement in the United States between Netflix and Comcast, under which Netflix was widely 

reportedly to agree to pay Comcast for direct interconnection, brought all these issues to the fore, though 

the precise arrangements remain a matter for the two parties involved.
66

  

Some operators make the case that guaranteed quality of service is important for the adoption of next-

generation broadband services as opposed to best effort approaches.
67

  This turns out to be a complex 

question.  It is certainly true that better performance of web-based services facilitates user adoption in 

OECD countries. Leading online services aggressively invest to reduce latency and improve reliability, and 

studies confirm that even small improvements can make a difference in usage. On the other hand, there are 

numerous ways to manage performance of services such as online video. Variable bitrate encoding, for 

example, allows performance to degrade gracefully with bandwidth. CDNs can be deployed in numerous 

configurations, with caches managed by the content provider, a transit network, a specialized CDN 

provider, or the access provider.  And even when enhanced quality of service is available on one access 

network, it does not guarantee end-to-end performance across interconnection links with other networks.  

Such long-promised interdomain QOS has never been widely deployed, for both to technical and business 

reasons.   

There are many other services that operators may offer to content providers, beyond enhanced quality 

of service for traffic delivery.  These could include billing, cloud data centre hosting, identity management 

and authentication, transaction processing, information security, numbering translation, and customer 

service.  All of these are functions for which large-scale operators may have expertise or comparative 

advantages relative to standalone providers.  For many of them, there are important issues to be addressed 

regarding the handling of customer data, especially in cross-border contexts.  Early efforts by operators to 

introduce behavioural tracking for advertising using deep packet inspection technologies produced 

significant outcry.  If such concerns can be addressed, operators might attempt to move away from pure 

content delivery to a two-sided market arrangement in which they generate revenue from both end-users 

and OTT providers.     

Potential bargaining asymmetries 

The situation is quite different if OTT providers have no choice but to pay based on the contents of 

their traffic.  In that case, operators may be exploiting control over bottlenecks to extract an excessive 

share of revenues.  Charging OTT providers different rates based on their content raises the possibility that 

newer and more innovative companies will be shut out because of their inability to pay, and creates the 

potential to dampen usage and availability of high-speed services.   

There are several ways that operators may gain leverage in demanding content-based fees.  If 

performance on transit links is sufficiently poor, OTT providers or their distribution networks may feel 

compelled to agree to supplemental payments for routing their traffic on higher-quality connections. Such a 

situation could result from operators deliberately blocking or throttling traffic from certain providers, in 

violation of either the letter or the spirit of network neutrality principles.  However, this may also occur if 

circuits become saturated, or if there are insufficient physical interconnection ports between the two 

networks. In the United States, Cogent Communications complained in June 2013 that Verizon was 

deliberately failing to upgrade ports in order to degrade interconnection.
68

 Verizon responded by arguing 

that Cogent should use Verizon’s paid peering offering for the volume of downstream traffic it was 

sending across the links.  

Another approach was taken by Iliad Free in France, which set a software default for its customers in 

January 2013 that blocked viewing of Google advertisements, evidently to gain leverage in interconnection 

negotiations with Google.  The practice was stopped after objections from ARCEP.
69

 ARCEP also 
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investigated whether Free was deliberately degrading performance of YouTube for its customers but did 

not find evidence to support discrimination.
70

 The regulator did find, however, that “…Free’s 

interconnection and IP data traffic routing capacities are congested during peak hours, as use of the most 

bandwidth-hungry applications continues to rise.” It added that this was a challenge for many operators.  

Separately, ARCEP has ordered operators to provide semi-annual reports on their Internet traffic exchange 

practices, in order to identify potential instances of traffic degradation or blocking.
71

  AT&T and Verizon 

unsuccessfully challenged this requirement in court. 

Pushing the other way, some large OTT providers are using their control of high-demand content to 

pressure network operators to accept traffic from their CDN services.  Netflix in particular announced that 

only networks that peer or use its Open Connect CDN can access its highest-quality super-HD and 3D 

content.
72

  In response, Time Warner Cable charged that Netflix was improperly withholding content to 

receive preferential treatment from access providers.  Netflix later abandoned its requirement.
73

  In a 

similar arrangement, American sports network ESPN, owned by Disney, provides a service called ESPN3 

that is only available to customers of access providers who pay a special fee.   

One reason broadband access providers may have difficulty imposing additional charges is that 

content providers can shift traffic from peering to transit links, or at least threaten to do so. In areas such as 

Europe, these transit connections could easily involve IXPs in nearby countries. If the content provider 

pays a transit network to deliver traffic, it is commingled with any other traffic over the transit links to the 

access provider.  The access provider must also pay for the transit connection, instead of charging the 

content provider or its distribution network for a direct paid peering connection, or exchanging the traffic 

on a settlement-free basis.  While this arrangement may cost the content provider more and reduce 

performance, it puts pressure on the access provider to lower its paid peering rates, at least to the level the 

content providers would pay for transit.  Indeed, there is some empirical evidence that transit rates serve as 

an upper bound on paid peering, consistent with this hypothesis (Clark et al 2011).   

This equilibrium will change if paid peering becomes more attractive or transit becomes less attractive.  

This may be the case if the performance benefits of a direct peered connection with an access provider are 

sufficiently substantial and important, or if the transit connection is either too expensive or insufficient in 

terms of quality.  New technologies and service innovations may also change the dynamics.  For example, 

transparent caching, provided by companies such as Qwilt, Concurrent Computing, and PeerApp, provides 

several major broadband access providers with technology that automatically identifies and caches popular 

video content locally on their networks.
74

  In effect, it serves as a dynamic CDN, which cuts down the need 

for transit. Access providers will evaluate the benefits of such internal caching against the services 

provided by third-party CDNs.  Their business relationships with content providers will likely play a role 

in their decisions. 

As previously mentioned, in February 2014, Netflix reportedly agreed to interconnect directly with 

Comcast under a paid peering arrangement, replacing its transit connections to Comcast to improve end-

user performance.  Netflix had previously sought settlement-free interconnection with Comcast, and had 

insisted that Comcast host its Open Connect CDN servers.  The deal received significant media coverage, 

especially in light of Comcast’s pending acquisition of Time Warner Cable, its largest competitor. Some 

commentators expressed concern that Comcast forced Netflix into a paid peering arrangement by 

degrading the quality of transit links. However, the FCC has in the past stated that voluntary Internet 

interconnection arrangements reflect a competitive Internet traffic exchange market, and are not covered 

under network neutrality rules.   

The Netflix-Comcast agreement raised a variety of issues related to broadband competition and the 

significance of interconnection terms.  However, it should be distinguished from the ETNO proposal in 

two important ways. First, it was a voluntary agreement between two networks. Second, the charges to 
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Netflix are apparently based purely on the volume of traffic it delivers, not on the value or type of content 

involved.   

The “tug of war” between OTT providers and operators seems very likely to continue.  Ultimately, 

regulators will need to determine the appropriate framework governing OTT-operator interconnection.  

The key threshold question is whether such transactions should be subject to the regulatory approach that 

has traditionally governed interconnection in the PSTN, the Internet backbone, or some other model.  

PSTN interconnection has traditionally involved obligations to interconnect upon request on reasonable 

terms, non-discrimination rules, and price regulation.  Internet backbone interconnection has generally 

been left to general principles of competition policy, with particular arrangements or acquisitions subject to 

review only when raising market power concerns.  A recent example is in the Slovak Republic where the 

courts were asked to rule on a competition case after one ISP blocked the IPTV service of another using its 

public IP address.
75

  

Transparency could also play a significant role here.  In October 2013, for example, Iliad Free in 

France announced a major upgrade to its network and services, claiming that FTTH customers would 

receive 1 Gbps service, while ADSL2 customers would be upgraded to VDSL2 with up to 100 Mbps 

depending on their distance to an exchange, all without an increase in prices.
76

 In commenting on the 

announcement, ARCEP said the information provided to consumers was incomplete, because end-user 

service quality depends not only on access network capacity, but also on backhaul, interconnection, and 

other factors.  Based on its prior investigation involving YouTube, ARCEP suggested, subscribers were 

unlikely to experience the stated performance.
77

 Reporting requirements and performance metrics can help 

to pinpoint impediments to improved service quality, while also giving end-users the necessary 

information to make informed choices in a competitive environment. 

Relationship to network investment 

One of ETNO’s primary claims is that new economic arrangements between OTT providers and 

operators are necessary to provide sufficient incentives for further fibre deployment.  It is important to 

understand that, in this environment, terms such as “causing costs”, or “paying a fair share” are arbitrary.  

When a subscriber goes online and downloads a movie or accesses a cloud-based application, the costs and 

benefits involved are inherently shared among all the participating networks. The marginal cost of 

delivering bits is effectively zero. Once networks have been built with sufficient capacity and quality of 

service, they are typically designed to carry the peak load of traffic they will experience.  There are large 

costs involved in providing the level of connectivity that Internet users enjoy today. However, this does not 

mean one set of parties is solely responsible, and another set is uniquely burdened with those costs.   

Saying that the cost allocation decision is arbitrary does not imply it is unimportant or random.  The 

point is that there is no unambiguous result dictated by economic theory.  Different configurations of 

charges may make some participants better off and others worse off under some business models.  There 

could also be effects on downstream/upstream services, the competitive configuration of the market, and 

levels of innovation.  Regulators may appropriately choose to mandate some outcomes and preclude others 

based on these factors but they need to be cautious where there is sufficient competition to address some of 

these issues.  

It is not possible here to assess in the abstract the relationship between infrastructure investment and 

other benefits such as job creation and application/service innovation.  The benefits of Internet 

infrastructure flow from network operators having the incentives and the wherewithal to make the highly 

capital intensive investments in broadband infrastructure.  The evolution of fixed networks to high-speed 

broadband and fibre will require further large-scale investments.  Ideally, policy-makers would be aware of 
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the optimal level of investment, and whether market conditions are producing that investment.  In reality, 

those answers are impossible to determine.  

Liberalisation of communication markets and widespread privatisation/corporatisation, throughout the 

OECD area, means that network operators are no longer public utilities operated on the basis of guaranteed 

rates of return or administered as part of a government department (i.e. subject to budgets of public 

revenue and expenditure).  Although still subject to sector-specific regulation, they are generally private 

firms, including those partially owned by a government, deploying their capital in the manner they believe 

is in the best interests of shareholders.   

If an operator is not sufficiently constrained by competition or regulation, therefore, it might 

rationally choose not to invest profits or use its access to capital markets for further infrastructure 

deployment, even when that would be in the best interests of a particular country as a whole.  Stated 

another way, if network operators are not investing in certain upgrades, there is no guarantee that either 

higher end-user charges or additional cost recovering from interconnection charges to other networks and 

content providers would cause them to make those investments.  Again, this is not a criticism; it is how 

markets operate.   

It is particularly difficult to evaluate whether a change in regulation or business arrangements would 

foster innovation and investment in downstream content or services.  For one thing, users and 

application/content creators may be in different countries.  Network investment may create greater take-up 

locally, but availability and innovation in provision of network-based services may depend on activity in 

other markets.  Moreover, the same service may be offered over-the-top or by a network operator.  

Different economic arrangements that change distribution of rents among various providers in the value 

chain affect which of these models is more prevalent.  There may be reasons to prefer one market 

configuration over another in particular cases.  However, there is no abstract basis to choose one ex ante.  

End-user pricing practices 

Broadband access providers can also exert influence through the structure of their retail prices.  There 

are several possible pricing models for broadband access.  Roughly speaking, they can be grouped into the 

following categories: 

 Unlimited: a monthly fee that does not change based on the amount of data sent or consumed. 

 Unlimited+: a fixed monthly fee that does not change based on the amount of data sent or 

consumed but with additional services offered for additional charges (e.g. access to some types 

of content). 

 Capped: a monthly fee for receiving up to a certain amount of data, typically with overage 

charges above that level or reduced service levels once that limit is reached (e.g. throttling 

speed). 

 Tiered: buckets of capped data at higher monthly rates or by speed tiers without caps. 

 Usage-based: price is entirely based on the volume of traffic consumed or less often by time. 

 

Each of these has effects on user behaviour. With limited plans, users have an incentive to govern 

their consumption to avoid additional charges.  Whether higher usage is seen as a benefit or a cost depends 

on perspective.  Few fixed broadband subscribers experience truly usage-based charges, in which their bill 

goes up or down depending on usage, as is commonly the case for electricity or water utilities.  This has 

largely been an outcome of a competitive market reflecting a preference from many consumers for 
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certainty in their monthly expenditure and low/falling marginal costs.  To meet this demand operators have 

offered unlimited service or, particularly where there are other factors such as spectrum limitations, tiers or 

caps that can provide attractive ways to bill for service while also influencing usage patterns. Like any 

rational business, operators seek to use price discrimination to reveal customer preferences for different 

service elements (e.g. speed, volume). 

At a conceptual level, pricing mechanisms involving tiers, caps, and usage-based charges can produce 

economically efficient results. Subscribers consume more when they feel the benefits exceed the costs they 

impose on the network, and networks have resources to provide additional capacity that subscribers desire.  

The reality is considerably more complex, with significant downsides to such mechanisms.   

First, usage-based charges, tiers, and caps are not necessarily set at economically efficient levels.  

Second, because so much of the cost of providing high speed broadband involves the initial deployment 

expenses, there is not a linear relationship between data consumption and cost.  This divergence is 

exacerbated by CDNs and other performance enhancement mechanisms.  Third, subscribers are not 

necessarily aware of the efficient level of usage, especially when transparency of pricing and usage levels 

is not ideal or they are paying for usage by others (e.g. parents/children).  Fourth, low caps may encourage 

users not to upgrade software such as anti-virus programmes that could have results that impose cost on 

other users across the Internet. 

Pricing mechanisms that do not excessively depress demand have the advantage of stimulating 

adoption.  Swisscom’s mobile service, for example, believes its charging model makes the OTTs its allies 

in selling faster broadband. It charges via speed tiers with no data caps. If a user wants better video they 

pay for the speed.  While more speed can also mean more costs for the operator, per-unit transit costs have 

consistently fallen as demand has increased, thanks to economies of scale, competition, and technological 

evolution. 

One of the key benefits of high-speed broadband is to stimulate innovation and the growth of new 

services that would not otherwise emerge.  This beneficial dynamic depends on users and service providers 

being willing to explore new opportunities.  Data caps and usage-based pricing may curtail such 

exploration.  It is important to recognize that, while there are some parallels, broadband is not the same as 

a linear resource such as electricity.  Usage-based pricing and other mechanisms such as off-peak discounts 

are widely used by electric utilities to recover costs appropriately and to train users to reduce unnecessary 

consumption.  For broadband, however, consumption is also a benefit, and it does not necessarily cause 

costs to increase.  New applications that generate more usage may also generate more revenues, and lead to 

implementation of CDNs and other mechanisms to reduce the traffic load on broadband access networks. 

Competitive markets generate the best options for pricing communication services.  For example, in 

the United States the regulatory authorities prevented the merger of AT&T and T-Mobile. While showing 

causation is always a challenge, the market in that country for wireless services now arguably shows as a 

result a greater variety of options for consumers in terms of wireless plans (e.g. caps or unlimited, 

subsidised or non-subsidised handsets and so forth) as operators explore consumer demand. T-Mobile 

recently announced the elimination of international data roaming charges in 100 countries and a flat rate of 

20 cents per minute for international voice roaming, a highly disruptive offer.
78

  “3 UK” has also abolished 

roaming charges in countries where it operates while Iliad Free has done the same for its users from France 

travelling to Portugal (a country where it does not have a network).
79

 In all these countries, each with at 

least four wireless infrastructure providers, the benefits of sufficient facilities based competition is clearly 

evident as there are choices for consumers in respect to pricing. For the future the challenge is to ensure as 

much competition in fixed broadband networks. 
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Usage-based pricing and similar mechanisms can also have important effects on interconnection rates.  

As researchers David Clark, Bill Lehr, and Steven Bauer explain in a recent paper, end-user pricing 

policies may shift the balance of power toward broadband access providers (Clark et al, 2011). They can 

do so by exempting traffic over their favoured peering connections from caps or usage charges.  If Internet 

video services over the ordinary transit link become too expensive or performance suffers too much, users 

may shift to the content delivered over the peering links, and content providers will face growing pressure 

to pay the charges sought by access providers. A recent arrangement in the United States between Comcast 

and Microsoft for video content delivered through Xbox 360 gaming consoles, which exempt that traffic 

from usage caps, raised concerns about this result.
80

 The FCC, however, declined to act. It saw the Xbox 

video offering as a specialized service, and thus not subject to network neutrality rules. 

Elsewhere, arrangements such as the one considered by the FCC are not uncommon. In Australia, for 

example, data caps for fixed broadband are more widespread than in the United States. Many ISPs label 

content as metered (“off-net”) or unmetered  (“on-net”). Telstra, for example, has an extensive range of on-

net content including games, video, music and live sport.
81

 In addition, some off-net services are also 

labelled as unmetered at the discretion of the ISP.  Internode, for example, has sites for customers that 

identify unmetered services such as television and radio streams.
82

   

While the arrangements for traffic exchange are commercially confidential, it is unlikely that many 

actors are paying transit in one direction or the other for unmetered off-net services.  Australian regulators 

leave this matter for the market and ISPs compete to make their “freezones” more attractive than rivals – 

an important element of which is likely to be peering.  Alternatively, they compete for content such as the 

“Internet rights” to the most popular sporting events through which they make the content an on-net 

product. This is an area that has recently drawn more attention from regulators if they believe a single 

player can dominate adjacent markets through exclusive rights.  The issue is analogous to exclusive rights 

to programming for pay television, which were the subject of recent reports in the United Kingdom, by 

Ofcom for sports and the Competition Commission for movies (Ofcom, 2010; Competition Commission 

United Kingdom, 2012 ).  

In all these cases – in Australia, the United Kingdom and the United States – as well as ARCEP’s 

investigation of Iliad Free’s relationship with YouTube in France, regulators have essentially examined the 

traffic exchange between networks to see if it inhibits competition dynamics, service performance and 

availability. An important element of these investigations has been to decide if there is sufficient 

competition in the market or whether action or forbearance would encourage competition. 
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CONCLUSIONS AND SUMMARY 

Moving from first-generation to second-generation broadband will require continued investment in 

network infrastructure, particularly in fibre connections.  While this may take the form of either new fibre 

to the home networks or deeper penetration of fibre toward the edges of HFC and vectored VDSL2, the 

ultimate goal should be to replace copper with the vastly greater capacity of fibre optics.  In addition to 

abundant capacity, fibre networks allow for symmetrical connections, which enable new classes of 

applications and services.   

Recognizing that fibre upgrades are costly, policymakers should examine incentives to promote 

deployment.  As detailed in this document, there are many potential routes to that result.  Multiple models 

may be useful within the same country, as fibre deployments are often municipal in scale.  

The picture so far is mixed. The OECD countries with the highest rates of fibre penetration – Japan 

and Korea – have done so using essentially the same approaches as for the original DSL-based broadband 

rollout.  Australia, New Zealand, and Israel are taking the opposite approach of creating national networks 

with substantial public ownership.  These countries will need to reintroduce regulation appropriate to 

oversee the ‘infrastructure monopolies’ that are created by separating this segment from the competitive 

services market. Elsewhere a combination of private proprietary network investment and municipal 

ownership is being used with success in some countries, although not yet to the same level of penetration.   

Simple comparisons based on advertised speeds are unlikely to reflect real-world performance.  This 

is an issue with all broadband services, but it is especially acute for ultra-fast networks, where the gap 

between capacity in the last mile and the performance of other network components may be particularly 

large. Decisions about interconnection, transit, and caching will have great impacts on performance, and 

the capacity of servers and end-user equipment may also come into play.  Performance metrics and 

transparency measures may be helpful for consumers and regulators to make accurate comparisons. 

Cross-national comparisons of fibre deployment need to take into account local conditions such as 

population density, the inherited infrastructures (e.g. prevalence of competing infrastructures such as HFC) 

and so forth.  Differences in “urbanicity” and population density, in particular, may create radically 

different contexts.  The larger the physical territory to be served, the more route miles of fibre will be 

deployed, but the harder it will be to reach higher penetration levels.  Furthermore, countries with 

widespread adoption of relatively high-speed broadband based on DSL, such as France or the United 

Kingdom, may feel less pressure to invest in an upgrade to higher speeds than those with a less robust first-

generation broadband market. 

A key question in front of all network operators is how far to deploy fibre into the network. Vectored 

VDSL2 is emerging as a middle ground between existing low-speed broadband networks and true fibre. 

The best approach needs to be determined by each operator based on factors such as the length of existing 

loops, cost and expected returns, competition dynamics and so forth.  From the perspective of regulators, 

key questions are whether VDSL2 is sufficient, how to ensure effective competition in any of the 

deployments, and where there is insufficient competition to regulate accordingly.  This report has noted 

that there may be significant challenges that technological choices may have for the future of some 

instruments in the regulator’s tool kit (e.g. unbundling). 

While policy makers would prefer to adopt an approach based on the principle of technological 

neutrality this may not always be possible in practice.  Decisions made by publicly funded networks may 

by necessity require choices between architectures. Even where networks are privately operated, 

deployment decisions for fixed networks may lock in particular configurations for many years.  
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Governments will need to decide how important it encourage the “future proof” capacity of FTTH 

networks, and what universal service entails in an ultra-fast broadband world.  Ideally, policy-makers 

should set out objectives and performance targets, and then remove impediments to market forces 

wherever possible.  

Meanwhile, regulators in some countries will be tasked with assessing if there is sufficient 

infrastructure competition to meet their objectives without tools such as unbundling. Given the high costs 

of deploying infrastructure, irrespective of which technological architecture is chosen, there will be a 

diminishing business case for each market entrant that follows the first deployment in some locations. This 

returns regulators to the familiar questions of natural monopoly. During the past twenty years of 

liberalization, most governments in the OECD have moved away from state ownership and monopoly 

regulation of telecommunication networks towards competition and private investment.  Will such market 

forces be sufficient in an era of ultra-fast broadband, or is greater public intervention essential?   

Wireless broadband networks can provide some competition for fixed networks, and certainly supply 

a degree of substitution for some services, but they are essentially complementary technologies. Wireless 

systems in themselves heavily rely on fixed-broadband networks for backhaul.  The growth of Wi-Fi 

offloading for burgeoning smartphone and tablet data traffic accentuates this dependency. 

Interconnection policies and practices will shape what services are available on high-speed broadband 

networks, and from which kinds of providers.  Both operators and over-the-top (OTT) providers will need 

sufficient revenue sources to invest in growth and innovation.  At a high level, their interests are aligned, as 

enhanced content and service drive customers to pay for faster broadband connections, which enable them 

to take fuller advantage of OTT offerings.  In practice, tensions have already emerged relating to peering 

and transit arrangements.  Competition and transparency are likely to be the most effective means of 

policing such disputes.  Policy-makers will have to consider how the provision of specialized services and 

end-user pricing practices such as metering, freezones, and data caps effect the growing OTT market. 

While commercial agreements between broadband operators and OTT service providers can produce 

efficient outcomes, imposing fees not tied to traffic volumes based on preconceived views about 

responsibility for costs could stifle competition and market growth.  OTT providers and operators share a 

desire to encourage deployment of higher-performing networks. Regulators should encourage mutually 

advantageous solutions. 

If the last decade represented the widespread emergence of broadband and the Internet as a truly 

global phenomenon, the next decade is likely to involve the integration of fixed networks for voice, video, 

data, and machine-to-machine services into converged Internet-based platforms.  The economic and social 

benefits for countries that successfully transition to ultra-fast networks will be considerable.   
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