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Scaling PISA Cognitive Data
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The mixed co-efficients multinomial logit model as described by Adams et al. (1997) was used to scale the 
PISA data, and implemented by ConQuest software (Wu et al., 1997).

THE MIXED CO-EFFICIENTS MULTINOMIAL LOGIT MODEL

The model applied to PISA is a generalised form of the Rasch model. The model is a mixed co-efficients 
model where items are described by a fixed set of unknown parameters, ξ, while the student outcome 
levels (the latent variable), θ, is a random effect.

Assume that I items are indexed 1, ,i I...  with each item admitting K
i
 + 1 response categories indexed 

0,1, , ik K… . Use the vector valued random variable 1 2, , ,
i

T

i i i iKX X XX … , where 

1 if  response to item  is in category
  ,

0 otherwiseij

i j
X   (9.1)

to indicate the K
i
 + 1 possible responses to item i.

A vector of zeroes denotes a response in category zero, making the zero category a reference category, 
which is necessary for model identification. Using this as the reference category is arbitrary, and does 
not affect the generality of the model. The Xi can also be collected together into the single vector 

1 2, , ,T T T T
IX X X X… , called the response vector (or pattern). Particular instances of each of these 

random variables are indicated by their lower case equivalents; x, xi and xik.

Items are described through a vector 1 2, , ,T
p… , of p parameters. Linear combinations of 

these are used in the response probability model to describe the empirical characteristics of the response 
categories of each item. D Design vectors , 1, , ; 1,ij ii I j Ka … … , each of length p, which can 
be collected to form a design matrix 

1 211 12 1 21 2, , , , , , , ,
I

T
K K IKA a a a a a a… … … define these linear 

combinations. 

The multi-dimensional form of the model assumes that a set of D traits underlies the individuals’ responses. 
The D latent traits define a D-dimensional latent space. The vector 1 2, , , D… , represents an 
individual’s position in the D-dimensional latent space.

The model also introduces a scoring function that allows specifying the score or performance level 
assigned to each possible response category to each item. To do so, the notion of a response score bijd is 
introduced, which gives the performance level of an observed response in category j, item i, dimension d. 
The scores across D dimensions can be collected into a column vector 1 2, , ,

T

ik ik ik ikDb b bb … and again 
collected into the scoring sub-matrix for item i, 

1 2, , ,
T

i i i iDB b b b… and then into a scoring matrix 

1 2, , ,
TT T T

IB B B B… for the entire test. (The score for a response in the zero category is zero, but other 
responses may also be scored zero).

The probability of a response in category j of item i is modelled as

i

=1

exp
Pr 1; , , |  .

exp

ij ij

ij K

ik ik
k

b a
X A B

b a

  (9.2)

For a response vector we have



Sc
al

in
g 

PI
SA

 C
o

gn
it

iv
e 

D
at

a

121© OECD 2005   PISA 2003 Technical Report

9

; | , exp ,f x x B A   (9.3)

with
1

, exp T

z

z B A   (9.4)

where Ω is the set of all possible response vectors.

The population model

The item response model is a conditional model, in the sense that it describes the process of generating item 
responses conditional on the latent variable, θ. The complete definition of the model, therefore, requires 
the specification of a density, ;f for the latent variable, θ. Let α symbolise a set of parameters that 
characterise the distribution of θ. The most common practice, when specifying uni-dimensional marginal 
item response models, is to assume that students have been sampled from a normal population with mean 
μ and variance σ2. That is:

2
1

2 2 2
2

; ; , 2 exp
2

f f     (9.5) 

or equivalently

E    (9.6)

where 2~ 0,E N .

Adams et al. (1997) discuss how a natural extension of (9.6) is to replace the mean, μ with the regression 
model, T

nY where Yn is a vector of u, fixed and known values for student n, and β is the corresponding 
vector of regression co-efficients. For example, Yn could be constituted of student variables such as gender 
or socio-economic status. Then the population model for student n, becomes,

T
n n nEY    (9.7)

where it is assumed that the En are independently and identically normally distributed with mean zero and 
variance σ2 so that (9.7) is equivalent to:

1 22 2
2

1
; ,b,   2 exp — —

2

TT T
n n n n n nf Y Y Y ,  (9.8)

a normal distribution with mean T
nY  and variance σ2. If (9.8) is used as the population model then the 

parameters to be estimated are β, σ2 and ξ.

The generalisation needs to be taken one step further to apply it to the vector valued θ rather than the 
scalar valued θ. The extension results in the multivariate population model:

12 2 1
; , ,   2 exp — —

2
d T

n n n n n nf W W W ,  (9.9)

where γ is a u×d matrix of regression co-efficients, Σ is a d×d variance-covariance matrix and W
n
 is a u×1 

vector of fixed variables.

In PISA, the W
n
 variables are referred to as conditioning variables.
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Combined model

In (9.10), the conditional item response model (9.4) and the population model (9.9) are combined to 
obtain the unconditional, or marginal, item response model:

x x; ,   ; | ; ,f f f dx x   (9.10)

It is important to recognise that under this model the locations of individuals on the latent variables are not 
estimated. The parameters of the model are γ, Σ and ξ.

The procedures used to estimate model parameters are described in Adams et al. (1997a), Adams et al. 
(1997b), and Wu et al. (1997).

For each individual it is possible however to specify a posterior distribution for the latent variable, given 
by:

; | ; , ,
; , , , |  

; , , ,

; | ; , ,
 

; | ; , ,
n

n n n n
n n n

n n

n n n n

n n n n

f f
h

f

f f

f f

x

x

x

x

x W
W x

x W

x W

x W

   (9.11)

APPLICATION TO PISA

In PISA, this model was used in three steps: national calibrations, international scaling and student score 
generation.

For both the national calibrations and the international scaling, the conditional item response model (9.3) 
is used in conjunction with the population model (9.9), but conditioning variables are not used. That is, it 
is assumed that students have been sampled from a multivariate normal distribution.

In PISA 2003 the main scaling model was seven-dimensional, made up of one reading, one science, one 
problem solving and four mathematics dimensions. The design matrix was chosen so that the partial credit 
model was used for items with multiple score categories and the simple logistic model was fit to the 
dichotomously scored items.

National calibrations

National calibrations were performed separately country-by-country using unweighted data. The results of 
these analyses, which were used to monitor the quality of the data and to make decisions regarding national 
item treatment, are given in Chapter 13.

The outcomes of the national calibrations were used to make a decision about how to treat each item in 
each country. This means that: an item may be deleted from PISA altogether if it has poor psychometric 
characteristics in more than ten countries (a “dodgy” item); it may be regarded as not-administered in 
particular countries if it has poor psychometric characteristics in those countries but functions well in the 
vast majority of others; or an item with sound characteristics in each country but which shows substantial 
item-by-country interactions may be regarded as a different item (for scaling purposes) in each country 
(or in some subset of countries) that is, the difficulty parameter will be free to vary across countries. Both 
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the second and third options have the same impact on comparisons between countries. That is, if an item 
is identified as behaving differently in different countries, choosing either the second or third option will 
have the same impact on inter-country comparisons. The choice between them could, however, influence 
within-country comparisons.

When reviewing the national calibrations, particular attention was paid to the fit of the items to the scaling 
model, item discrimination and item-by-country interactions.

Item response model fi t (infi t mean square)

For each item parameter, the ConQuest fit mean square statistic index (Wu et al., 1997) was used to provide 
an indication of the compatibility of the model and the data. For each student, the model describes the 
probability of obtaining the different item scores. It is therefore possible to compare the model prediction 
and what has been observed for one item across students. Accumulating comparisons across cases gives 
us an item-fit statistic. As the fit statistics compare an observed value with a predicted value, the fit is an 
analysis of residuals. In the case of the item infit mean square, values near one are desirable. An infit mean 
square greater than one is often associated with a low discrimination index, and an infit mean square less 
than one is often associated with a high discrimination index.

Discrimination co-effi cients

For each item, the correlation between the students’ score and aggregate score on the set for the same 
domain and booklet as the item of interest was used as an index of discrimination. If p

ij
 (= x

ij
/ m

i
) is the 

proportion of score levels that student i achieved on item j, and p
i
 ij

j

p , (where the summation is of 
the items from the same booklet and domain as item j) is the sum of the proportions of the maximum score 
achieved by student i, then the discrimination is calculated as the product-moment correlation between 
p

ij 
and p

i
 for all students. For multiple-choice and short-answer items, this index will be the usual point-

biserial index of discrimination.

The point-biserial index of discrimination for a particular category of an item is a comparison of the 
aggregate score between students selecting that category and all other students. If the category is the 
correct answer, the point-biserial index of discrimination should be higher than 0.25. Non-key categories 
should have a negative point-biserial index of discrimination. The point-biserial index of discrimination 
for a partial credit item should be ordered, i.e. categories scored 0 should be lower than the point-biserial 
correlation of categories scored 1, and so on.

Item-by-country interaction

The national scaling provides nationally specific item parameter estimates. The consistency of item 
parameter estimates across countries was of particular interest. If the test measured the same latent trait 
per domain in all countries, then items should have the same relative difficulty, or, more precisely, would 
fall within the interval defined by the standard error on the item parameter estimate.

National reports

After national scaling, five reports were returned to each participating country to assist in reviewing their 
data with the consortium: 
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• Report 1 presented the results of a basic item analysis in tabular form. For each item, the number of 
students, the percentage of students, the point-biserial correlation, and student-centred Item Response 
Theory (IRT) ability average were provided for each valid category.

• Report 2 provided, for each item and for each valid category, the point-biserial correlation and the 
student-centred IRT ability average in graphical form.

• Report 3 provided a graphical comparison of the item infit mean square co-efficients and the item 
discrimination co-efficients computed at national and international levels.

• Report 4 provided a graphical comparison of both the item difficulty parameter and the item thresholds, 
computed at national and international levels.

• Report 5 listed the items that national project managers (NPMs) needed to check for mistranslation and/
or misprinting, referred to as dodgy items.

• Report 6 provides in a graphical form a comparison of the deviation of observed scores from expected 
scores for each item.

Report 1: Descriptive statistics on individual items in tabular form

A detailed item-by-item report was provided in tabular form showing the basic item analysis statistics at 
the national level (see Figure 9.1).

The table shows each possible response category for each item. The second column indicates the score 
assigned to the different categories. For each category, the number and percentage of students responding 
is shown, along with the point-biserial correlation and the associated t statistic. Note that for the item in 
the example the correct answer is ‘4’, indicated by the ‘1’ in the score column; thus the point-biserial for a 
response of ‘4’ is the item’s discrimination index, also shown along the top. The two last columns, PV1Avg:1 
and PV1 SD:1, show the average ability of students responding in each category and the standard deviation 

Figure 9.1 • Example of item statistics shown in Report 1

Item 1 

------ 

item:1 (M033Q01) 

Cases for this item   1258   Discrimination  0.27 

Item Threshold(s)    -2.06   Weighted MNSQ   1.11 

------------------------------------------------------------------------------ 

 Label    Score     Count   % of tot  Pt Bis     t  (p)   PV1Avg:1 PV1 SD:1    

------------------------------------------------------------------------------ 

   0                   0       0.00     NA       NA (.000)    NA       NA      

   1       0.00        8       0.64   -0.07    -2.32(.021) -0.67     1.25      

   2       0.00       76       6.04   -0.15    -5.46(.000) -0.62     1.13      

   3       0.00       94       7.47   -0.18    -6.47(.000) -0.64     1.12      

   4       1.00     1069      84.98    0.27     9.91(.000)  0.17     1.12      

   5                   0       0.00     NA       NA (.000)    NA       NA      

   6                   0       0.00     NA       NA (.000)    NA       NA      

   7                   0       0.00     NA       NA (.000)    NA       NA      

   8       0.00        4       0.32   -0.06    -2.31(.021) -1.04     1.42      

   9       0.00        7       0.56   -0.05    -1.88(.060) -0.66     1.21      

============================================================================== 
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for it. The average ability is calculated by domain. In this example the average ability of those students 
who responded correctly (category 4) is 0.17, while the average ability of those students who responded 
incorrectly (categories 1, 2, 3) is around -0.6.

Report 2: Descriptive statistics on individual items in graphical form

Report 2 (see Figure 9.2) graphs the ability average and the point-biserial correlation by category. Average 
ability by category is calculated by domain and centred for each item. This makes it easy to identify positive 
and negative ability categories, so that checks can be made to ensure that, for multiple-choice items, 
the key category has the highest average ability estimate, and for constructed-response items, the mean 
abilities are ordered consistently with the score levels. The displayed graphs also facilitate the process of 
identifying the following anomalies:

• A non-key category with a positive point-biserial or a point-biserial higher than the key category;

• A key category with a negative point-biserial; and

• For partial-credit items, average abilities (and point-biserials) not increasing with the score points.

Figure 9.2 • Example of item statistics shown in Report 2
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Report 3: Comparison of national and international infi t mean square and discrimination co-effi cients

The national scaling provided the infit mean square, the point-biserial correlation, the item parameter 
estimate (or difficulty estimate) and the thresholds for each item in each country. Reports 3 and 4 (see 
Figures 9.3 and 9.4) compare the value computed for one country with those computed for all other 
countries and with the value computed at international level for each item.

The black crosses present the values of the co-efficients computed from the international database. Shaded 
boxes represent the mean plus or minus one standard deviation of these national values. Red crosses 
represent the values for the national data set of the country to which the report was returned.

Substantial differences between the national and international value on one or both of these indices show 
that the item is behaving differently in that country. This might reflect a mistranslation or another problem 
specific to the national version, but if the item was misbehaving in all or nearly all countries, it might 
reflect a specific problem in the source item and not with the national versions.

Report 4: Comparison of national and international item diffi culty parameters and thresholds

Report 4 presents the item difficulty parameters and the thresholds, in the same graphic form as 
Report 3. Substantial differences between the national value and the international value (i.e. the national 
value mean) might be interpreted as an item-by-country interaction. Nevertheless, appropriate estimates 
of the item-by-country interaction are provided in Report 5.

Delta infit mean square

M033Q01

Summary over all national values (mean +/- 1STD)

International value

National value

0.70 1.00 1.30 (Value) 0.00

1.10 0.39

(Value)

0.391.13

0.25 0.50

Discrimination index

Figure 9.3 • Example of item statistics shown in Report 3

Figure 9.4 • Example of item statistics shown in Report 4

Delta (item difficulty)

M033Q01
Threshold 
No.: 1

Summary over all national values (mean +/- 1STD)

International value

National value

-1.5 0.0 1.5 (Value) -1.5

-1.51 -1.51

(Value)

-1.84-1.84

0.0 1.5

Item-category threshold
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Report 5: National dodgy item report

For each country’s dodgy items, Report 5 lists where the items were flagged for one or more of the 
following reasons: difficulty is significantly easier or harder than average; a non-key category has a point-
biserial correlation higher than 0.05 if at least 10 students selected it; the key category point-biserial 
correlation is lower than 0.25; the categories abilities for partial credit items are not ordered; and/or 
the link item difficulty was different from the PISA 2000 Main Study. An example extract is shown in 
Figure 9.5.

Figure 9.6 • Example of item statistics shown in Report 6

Expected score curve
Item:12 (M150Q03T Growing Up)

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0

0.1

-5

Delta(s) 0.23

-4 -3 -2 -1 0 1 2 3 4 5 6

Ex
pe

ct
ed

 sc
or

e

Latent trait (logits)

All countries This country Expected score

Figure 9.5 • Example of item statistics shown in Report 5
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Report 6: Expected score curves

For the analysis of item performance expected score curves (ESC) were constructed and reported for each 
item. Report 6 provided a graphical comparison of both national and international observed scores with an 
expected score. Figure 9.6 is an example of the deviation of observed scores from the expected score curve. 
The solid line represents expected scores and the dots (connected by dotted lines) are observed scores.

International calibration

International item parameters were set by applying the conditional item response model (9.3) in conjunction 
with the multivariate population model (9.9), without using conditioning variables, to a sub-sample of 
students. This sub-sample of students, referred to as the international calibration sample, consisted of 15 000 
students comprising 500 students drawn at random from each of the 30 participating OECD countries.1

The allocation of each PISA item to one of the seven PISA 2003 scales is given in  Appendix 12 (for mathematics), 
Appendix 13 (for reading), Appendix 14 (for science) and Appendix 15 (for problem solving).

Student score generation

As with all item response scaling models, student proficiencies (or measures) are not observed; they are 
missing data that must be inferred from the observed item responses. There are several possible alternative 
approaches for making this inference. PISA uses the imputation methodology usually referred to as plausible 
values (PVs). PVs are a selection of likely proficiencies for students that attained each score.

Plausible values

Using item parameters anchored at their estimated values from the international calibration, the plausible 
values are random draws from the marginal posterior of the latent distribution (9.11), for each student. 
For details on the uses of plausible values, see Mislevy (1991) and Mislevy et al. (1992).

In PISA, the random draws from the marginal posterior distribution are taken as follows.

M vector-valued random deviates, 1

M

m n m , from the multivariate normal distribution, ,n nf W  
for each case n.2 These vectors are used to approximate the integral in the denominator of (9.11), using 
the Monte-Carlo integration

1

1
; | , ( ; | )

M

m n
m

f f d f
Mx xx x   (9.12)

At the same time, the values

; | ; , ,m n n m n m n np f fx x W    (9.13)

are calculated, so that the set of pairs 
1

,
M

m n
m n

m

p
, which can be used as an approximation of the 

posterior density (9.11) is obtained; and the probability that nj  could be drawn from this density is given 
by

1

m n
n j M

m n
m

p
q

p
   (9.14)
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At this point, L uniformly distributed random numbers 
1

L

i i
are generated; and for each random draw, 

the vector, 
0ni
, that satisfies the condition

0 01

1 1

i i

s n i s n
s s

q q   (9.15)

is selected as a plausible vector.

Constructing conditioning variables

The PISA conditioning variables are prepared using procedures based on those used in the United States 
National Assessment of Educational Progress (NAEP) (Beaton, 1987) and in TIMSS (Macaskill, Adams and 
Wu, 1998). The steps involved in this process are:

• Step 1: Five variables (booklet ID, gender, mother’s occupation, father’s occupations and school mean 
mathematics score) were prepared to be directly used as conditioning variables. The booklet ID was 
dummy coded so that booklet 9 was used as the reference booklet. Booklet 9 had to be chosen as the 
reference booklet because it is the only booklet that contains items from all four assessment domains. 
For mother’s and father’s occupation the ISEI index was used. For each student the mean mathematics 
achievement for that student’s school was estimated using the mean of the weighted likelihood estimates 
for mathematics for each of the students that also attended that student’s school.

• Step 2: Each variable in the Student Questionnaire was dummy coded. The details of this dummy coding 
are provided in Appendix 10.

• Step 3: For each country, a principal components analysis of the dummy-coded variables was performed, 
and component scores were produced for each student (a sufficient number of components to account 
for 95 per cent of the variance in the original variables).

• Step 4: The item-response model was fit to each national data set and the national population parameters 
were estimated using item parameters anchored at their international location and conditioning variables 
derived from the national principal components analysis and from step 1.

• Step 5: Five vectors of plausible values were drawn using the method described above. The vectors were 
of length seven, one for each of the PISA 2003 reporting scales.

As described in Chapter 2, the PISA test design is such that not all students are assessed in all four domains. 
In PISA 2000, the plausible values for those students who did not respond to any items from a domain 
were removed from the database and a set of weight adjustments were provided for dealing with the 
smaller data set. The assumption under this approach is that the students who did not get domain scores 
were missing at random. For PISA 2003, the plausible values for all domains have been retained for all 
students. This approach has a number of advantages. First, the database structure is simpler and analysis is 
simpler because the use of a weight adjustment is not necessary. Second, the missing at random assumption 
is loosened somewhat. The plausible value generation assumes that the relationships between the domain for 
which no items are observed and all other variables (both conditioning variables and the other domain) is 
the same for both the students who did respond to items from a domain and those that did not. Using all of 
this relationship information, and all available information about the student an imputation is made. Because 
of the amount of data that is available to make the imputation, the analysis of the full data set will produce 
more accurate results than will analysis of the data set that omits students who did not respond to a domain. 
Additionally it can be expected that, due to sampling variation, the characteristics of the students who did not 
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respond to a domain will be slightly different to the characteristics of those that did. These differences will 
be appropriately adjusted for in the imputation and the estimated characteristics of, for example, the reading 
proficiency distribution for all students will be slightly different to the estimated characteristics of the reading 
proficiency distribution for the subset of students that responded to reading items.

The one disadvantage of this approach is that the average performances on a reference booklet 
(booklet 9) will influence the imputations for students who did not respond to items from a domain. As 
we note in Chapter 13, booklet- and item-by-country interactions do result in variations across booklets 
in the country means. If a country has an unusually low or high performance on the reference booklet, 
for a particular domain, then this unusual performance will influence the imputations for all students that 
did not respond to that domain. The consequential effect is that the reference booklet will be given more 
weight than the other booklets in the assessment of national means.

ANALYSIS OF DATA WITH PLAUSIBLE VALUES

It is important to recognise that plausible values are not test scores and should not be treated as such. 
They are random numbers drawn from the distribution of scores that could be reasonably assigned to each 
individual—that is, the marginal posterior distribution (9.11). As such, plausible values contain random 
error variance components and are not optimal as scores for individuals. Plausible values as a set are better 
suited to describing the performance of the population. This approach, developed by Mislevy and Sheehan 
(1987, 1989) and based on the imputation theory of Rubin (1987), produces consistent estimators of 
population parameters. Plausible values are intermediate values provided to obtain consistent estimates of 
population parameters using standard statistical analysis software such as SPSS and SAS. As an alternative, 
analyses can be completed using ConQuest (Wu et al., 1997a).

The PISA student file contains 40 plausible values, five for each of the seven PISA 2003 cognitive scales 
and five for the combined mathematics scale. PV1MATH to PV5MATH are five for mathematical literacy; 
PV1SCIE to PV5SCIE for scientific literacy, PV1READ to PV5READ for reading literacy and PV1PROB to 
PV5PROB for problem solving. For the four mathematics literacy subscales – space and shape, change 
and relationship, uncertainty and quantity – the plausible values variables are PV1MATH1 to PV5MATH1, 
PV1MATH2 to PV5MATH2, PV1MATH3 to PV5MATH3, and PV1MATH4 to PV5MATH4, respectively.

If an analysis were to be undertaken with one of these seven cognitive scales, or for the combined 
mathematics scale, then it would ideally be undertaken five times, once with each relevant plausible values 
variable. The results would be averaged, and then significance tests adjusting for variation between the five 
sets of results computed. 

More formally, suppose that ,r Y is a statistic that depends upon the latent variable and some other 
observed characteristic of each student. That is: 1 1 2 2, , , , ,..., ,N Ny y yY where ,n ny are 
the values of the latent variable and the other observed characteristic for student n. Unfortunately θ

n
 is not 

observed, although we do observe the item responses, x
n
 from which we can construct for each student n, 

the marginal posterior ; , , , |n n nh y x  . If ; , , , |h Y X is the joint marginal posterior for 
n=1,...N then we can compute:

* *

; , , , |

r E r

r h d

X,Y ,Y X,Y

,Y Y X

  (9.16)
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The integral (9.16)  can be computed using the Monte-Carlo method. If M random vectors 
1 2, , , M…  

are drawn from ; , , , |h Y X  (9.16) is approximated by:

*

1

1

1

1
ˆ

M

m
m

M

m
m

r r
M

r
M

X,Y ,Y

   (9.17)

where m̂r is the estimate of r computed using the m-th set of plausible values.

From (9.16) we can see that the final estimate of r is the average of the estimates computed using each 
plausible value in turn. If U

m
 is the sampling variance for 

m̂r  then the sampling variance of r* is:

* 11 MV U M B   (9.18)

where *

1

1 M

m
m

U U
M

and
2*

1

1
ˆ

1

M

M m
m

B r r
M

.

An α-% confidence interval for *r is 
1* 21

2r t V

where t
υ
(s) is the s-percentile of the t-distribution with V degrees of freedom. 

122 1

1
MM

ff

M d
,

 
11M Mf M B V and d is the degree of freedom that would have applied had θ

n
 

been observed. In PISA, d will vary by country and have a maximum possible value of 80.

DEVELOPING COMMON SCALES FOR THE PURPOSES OF TRENDS

The reporting scales that were developed for each of reading, mathematics and science in PISA 2000 were 
linear transformations of the natural logit metrics that result from the scaling as described above. The 
transformations were chosen so that the mean and standard deviation of the PISA 2000 scores was 500 and 
100 respectively, for the 27 OECD countries that participated in PISA 2000 that had acceptable response 
rates (see Adams and Wu, 2002).3

For PISA 2003, the decision was made to report the reading and science scores on these previously developed 
scales. That is the reading and science reporting scales used for PISA 2000 and PISA 2003 are directly 
comparable. The value of 500, for example, has the same meaning as it did in PISA 2000 – that is, the mean 
score in 2000 of the sampled students in the 27 OECD countries that participated in PISA 2000.4

For problem solving, which is a new domain for PISA 2003, and for mathematics this is not the case, 
however. Mathematics, as the major domain, was the subject of major development work for PISA 
2003, and the PISA 2003 mathematics assessment was much more comprehensive than the PISA 2000 
mathematics assessment – the PISA 2000 assessment covered just two (space and shape, and change and 
relationships) of the four areas that are covered in PISA 2003. Because of this broadening in the assessment 
it was deemed inappropriate to report the PISA 2003 mathematics scores on the same scale as the 
PISA 2000 mathematics scores. For both problem solving and mathematics the linear transformation of 
the logit metric was chosen such that the mean was 500 and standard deviation 100 for the 30 OECD 
countries that participated in PISA 2003.5
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Linking PISA 2000 and PISA 2003 reading and science

The PISA 2000 and PISA 2003 assessments of mathematics, reading and science are linked assessments. 
That is, the sets of items used to assess each of mathematics, reading and science in PISA 2000 and the sets 
of items used to assess each of mathematics, reading and science in PISA 2003 include a subset of items 
common to both sets. For mathematics 20 items were used in both assessments, for reading 28 items were 
used in both assessments and for science 25 items were used in both assessments (see Chapter 2). These 
common items are referred to as link items.

The steps involved in linking the PISA 2000 and PISA 2003 reading and science scales were:

• Step 1: The PISA 2000 data from each of the OECD countries were then re-scaled with full conditioning 
and with link items anchored at their PISA 2003 values.

• Step 2: The mean and standard deviation of each domain were calculated for a combined data set of 
25 OECD countries6. Senate weights were used so that each country was given the same weight.

• Step 3: The mean and standard deviations computed in Step 2 were then compared with the matching 
means and standard deviations from the PISA 2000 scaling. Linear transformations that mapped the 
PISA 2003 based scores to scores that would yield a mean and standard deviation equal to the PISA 2000 
results were then computed.

Linking PISA 2000 and PISA 2003 mathematics

In the case of mathematics a decision was made to produce a new scale for PISA 2003 and to undertake a 
retrospective mapping of the 2000 data onto this new PISA 2003 scale for each of the two areas (space and 
shape, and change and relationships) that were assessed both times. The steps involved were:

• Step 1: The PISA 2000 calibration sample was scaled with a two dimensional model, the two dimensions 
being the two mathematics scales included in PISA 2000. The items were anchored at their PISA 2000 
values. No conditioning was used in this scaling.

• Step 2: Step 1 was then replicated with the items anchored at their PISA 2003 values.

• Step 3: For the two sets of scaling results the means and standard deviations for both dimensions were 
calculated for a combined data set of 25 OECD countries.7 Senate weights were used so that each 
country was given the same weight.

• Step 4: Linear transformations that mapped the PISA 2000 based scores to scores that would yield a mean 
and standard deviation equal to the PISA 2003 results were then computed.
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Uncertainty in the link

In each case the transformation that equates the 2000 and 2003 data depends upon the change in difficulty 
of each of the individual link items and as a consequence the sample of link items that has been chosen 
will influence the choice of transformation. This means that if an alternative set of link items had been 
chosen the resulting transformation would be slightly different. The consequence is an uncertainty in 
the transformation due to the sampling of the link items, just as there is an uncertainty in values such as 
country means due to the use of a sample of students.

The uncertainty that results from the link-item sampling is referred to as linking error and this error 
must be taken into account when making certain comparisons between PISA 2000 and PISA 2003 results. 
Just as with the error that is introduced through the process of sampling students, the exact magnitude 
of this linking error cannot be determined. The likely range of magnitudes for this error can, however, 
be estimated and this error can be taken into account when interpreting PISA results. As with sampling 
errors, the likely range of magnitude for the errors is represented as a standard error. The link standard 
errors are reported in Chapter 13.

In PISA a common transformation has been estimated, from the link items, and this transformation is 
applied to all participating countries. It follows that any uncertainty that is introduced through the linking is 
common to all students and all countries. Thus, for example, suppose the unknown linking error (between 
PISA 2000 and PISA 2003) in reading resulted in an over-estimation of student scores by two points on 
the PISA 2000 scale. It follows that every student’s score will be over-estimated by two score points. This 
over-estimation will have effects on certain, but not all, summary statistics computed from the PISA 2003 
data. For example, consider the following:

• Each country’s mean will be over-estimated by an amount equal to the link error. In this example, it is 
two score points.

• The mean performance of any subgroup will be over-estimated by an amount equal to the link error. In 
this example, it is two score points.

• The standard deviation of student scores will not be affected because the over-estimation of each student 
by a common error does not change the standard deviation.

• The difference between the mean scores of two countries in PISA 2003 will not be influenced because 
the over-estimation of each student by a common error will have distorted each country’s mean by the 
same amount.

• The difference between the mean scores of two groups (e.g. males and females) in PISA 2003 will not 
be influenced, because the over-estimation of each student by a common error will have distorted each 
group’s mean by the same amount

• The difference between the performance of a group of students (e.g. a country) between PISA 2000 and PISA 
2003 will be influenced because each student’s score in PISA 2003 will be influenced by the error.

• A change in the difference in performance between two groups from PISA 2000 to PISA 2003 will not 
be influenced. This is because neither of the components of this comparison, which are differences in 
scores in 2000 and 2003 respectively, is influenced by a common error that is added to all student scores 
in PISA 2003.
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In general terms, the linking error need only be considered when comparisons are being made between 
PISA 2000 and PISA 2003 results, and then usually only when group means are being compared.

The most obvious example of a situation where there is a need to use linking error is in the comparison of 
the mean performance for a country between PISA 2000 and PISA 2003. For example, let us consider a 
comparison between 2000 and 2003 of the performance of Denmark in reading. The mean performance of 
Denmark in 2000 was 497 with a standard error of 2.4, while in 2003 the mean was 492 with a standard 
error of 2.8. The standardised difference in the mean for Denmark is 0.89, which is computed as follows: 

2 2 20.89 497 492 2.4 2.8 3.744 , and is not statistically significant.

Notes

1 The samples used were simple random samples stratified by the explicit strata used in each country. Students who responded 
to the UH booklet were not included in this process.

2 The value M should be large. For PISA, 2000 has been used.

3  Using senate weights.

4  Using senate weights.

5  Using senate weights.

6  The Netherlands was excluded because it did not meet PISA standards in 2000. The United Kingdom was excluded 
because it did not meet PISA standards in 2003. Luxembourg was omitted because of a change in test administration 
procedures between PISA 2000 and 2003. The Slovak Republic and Turkey were excluded because they did not participate 
in PISA 2000.

7 See footnote 6.
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READER’S GUIDE

Country codes

The following country codes are used in this report:

OECD countries

AUS Australia 
AUT Austria
BEL Belgium
     BEF Belgium (French Community)
     BEN Belgium (Flemish Community)
CAN Canada
     CAE Canada (English Community)
     CAF Canada (French Community)
CZE Czech Republic
DNK Denmark 
FIN Finland
FRA France
DEU Germany
GRC Greece
HUN Hungary
ISL Iceland
IRL Ireland
ITA Italy
JPN Japan 
KOR Korea
LUX Luxembourg
     LXF Luxembourg (French Community)
     LXG Luxembourg (German Community)
MEX Mexico
NLD Netherlands
NZL New Zealand
NOR Norway
POL Poland
PRT Portugal

SVK Slovak Republic
ESP Spain
     ESB Spain (Basque Community)
     ESC Spain (Catalonian Community)
     ESS Spain (Castillian Community)
SWE Sweden
CHE Switzerland
     CHF Switzerland (French Community)
     CHG Switzerland (German Community)
     CHI Switzerland (Italian Community)
TUR Turkey
GBR United Kingdom
     IRL Ireland
     SCO Scotland   
USA United States

Partner countries

BRA Brazil
HKG Hong Kong-China
IND Indonesia
LVA Latvia
     LVL Latvia (Latvian Community)
     LVR Latvia (Russian Community)
LIE Liechtenstein
MAC Macao-China
RUS Russian Federation
YUG Serbia and Montenegro (Serbia)
THA Thailand
TUN Tunisia
URY Uruguay
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List of abbreviations

The following abbreviations are used in this report:

NDP National Desired Population
NEP National Enrolled Population
NFI Normed Fit Index
NIER National Institute for Educational 

Research, Japan
NNFI Non-Normed Fit Index
NPM National Project Manager
OECD Organisation for Economic 

Cooperation and Development
PISA Programme for International Student 

Assessment
PPS Probability Proportional to Size
PGB PISA Governing Board
PQM PISA Quality Monitor
PSU Primary Sampling Units
QAS Questionnaire Adaptations 

Spreadsheet
RMSEA Root Mean Square Error of 

Approximation
RN Random Number
SC School Co-ordinator
SD Standard Deviation
SEM Structural Equation Modelling
SMEG Subject Matter Expert Group
SPT Study Programme Table
TA Test Administrator
TAG Technical Advisory Group
TCS Target Cluster Size
TIMSS Third International Mathematics and 

Science Study
TIMSS-R Third International Mathematics and 

Science Study – Repeat
VENR Enrolment for very small schools
WLE Weighted Likelihood Estimates

ACER Australian Council for Educational 
Research

AGFI Adjusted Goodness-of-Fit Index
BRR Balanced Repeated Replication
CFA Confirmatory Factor Analysis
CFI Comparative Fit Index
CITO National Institute for Educational 

Measurement, The Netherlands
CIVED Civic Education Study
DIF Differential Item Functioning
ESCS Economic, Social and Cultural Status
ENR Enrolment of 15-year-olds
ETS Educational Testing Service
IAEP International Assessment of 

Educational Progress
I Sampling Interval
ICR Inter-Country Coder Reliability 

Study
ICT Information Communication 

Technology
IEA International Association for 

the Evaluation of Educational 
Achievement

INES OECD Indicators of Education 
Systems

IRT Item Response Theory
ISCED International Standard Classification 

of Education
ISCO International Standard Classification 

of Occupations
ISEI International Socio-Economic Index
MENR Enrolment for moderately small 

school
MOS Measure of size
NCQM National Centre Quality Monitor
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