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The mixed coefficients multinomial logit model as described by Adams, Wilson and Wang (1997) was used to scale the 
PISA data, and implemented by ConQuest® software (Wu, Adams and Wilson, 1997).

the Mixed coeFFicientS MultinoMial logit Model
The model applied to PISA is a generalised form of the Rasch model. The model is a mixed coefficients model where 
items are described by a fixed set of unknown parameters, , while the student outcome levels (the latent variable), , 
is a random effect.

Assume that I items are indexed i = 1,...,I with each item admitting Ki + 1 response categories indexed k = 0,1,..., Ki . 
Use the vector valued random variable xi = (Xi1, Xi2,...,XiKi 

)T  where

9.1

9.2

9.3

9.4

if response to item i is in category j

otherwise
Xij = 

1

0

to indicate the Ki + 1 possible responses to item i.

A vector of zeroes denotes a response in category zero, making the zero category a reference category, which is necessary 
for model identification. Using this as the reference category is arbitrary, and does not affect the generality of the model. 
The xi can also be collected together into the single vector         , called the response vector (or pattern). 
Particular instances of each of these random variables are indicated by their lower case equivalents: x, xi and xik.

Items are described through a vector xT = (x1,x2,...,xp), of p parameters. Linear combinations of these are used in 
the response probability model to describe the empirical characteristics of the response categories of each item. 
A set of design vectors aij , (i = 1,…, I ; j = 1,…Ki) , each of length p, which can be collected to form a design matrix 
aT = (a11, a12,…, a1K1

, a21, …, a2K2
,…, aIKI 

), define these linear combinations. 

The multi-dimensional form of the model assumes that a set of D traits underlies the individuals’ responses. The D 
latent traits define a D-dimensional latent space. The vector  = (q

1
, q

2
,…, qD)’, represents an individual’s position in the 

D-dimensional latent space.

The model also introduces a scoring function that allows specifying the score or performance level assigned to each 
possible response category to each item. To do so, the notion of a response score bijd is introduced, which gives the 
performance level of an observed response in category j, item i, dimension d. The scores across D dimensions can be 
collected into a column vector bik = (bik1, bik2,…, bikD)T and again collected into the scoring sub-matrix for item i 
Bi = (bi1, bi2,…, biD)T,  and then into a scoring matrix           for the entire test. (The score for a response 
in the zero category is zero, but, under certain scoring schemes, other responses may also be scored zero.) The 
scoring matrix, B, represents the relationships between items and dimensions, and the design matrix, a, represents 
the relationships between items and the model parameters.

The probability of a response in category j of item i is modelled as

XT = (XT, XT,…, XT)1 2 I

B = (BT, BT,…, BT)T1 2 I

Pr (Xij = 1; A, B, ξ   θ ) =
exp (bij θ + a’ij ξ )

K i

Σ
k=1

exp (bik θ + a’ikξ )

There is a response vector,

ψ (θ, ξ) = Σ exp[zT (Bθ + Aξ)]
-1

zεΩ

f (x; x I q) = ψ (q, x) exp [x’ (Bq + Ax)]

with

where W is the set of all possible response vectors.
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9.5

The population model
The item response model is a conditional model, in the sense that it describes the process of generating item responses 
conditional on the latent variable, . The complete definition of the model, therefore, requires the specification of a 
density, f

q
 ( , ) for the latent variable, . Let  symbolise a set of parameters that characterise the distribution of . The 

most common practice, when specifying uni-dimensional marginal item response models, is to assume that students 
have been sampled from a normal population with mean m and variance σ 2. That is:

fθ ( ; ) fθ (θ; μ,σ 2) = (2πσ)-1/2 exp –
( θ – μ)2

2σ 2

or equivalently

q = m + E  

where E ~ N (0, σ 2).

Adams, Wilson and Wu (1997) discuss how a natural extension of [9.6] is to replace the mean, µ, with the regression 
model,

 
YT

n , where yn is a vector of u fixed and known values for student n, and  is the corresponding vector of 
regression coefficients. For example, yn could be constituted of student variables such as gender or socio-economic 
status. Then the population model for student n becomes

9.7

θn

T +Enn

where it is assumed that the En are independently and identically normally distributed with mean zero and variance σ 2 
so that [9.7] is equivalent to:

9.8

fθ (θn ; Yn , b,σ 2) = (2πσ 2)
-1/2

exp – 1 (θn – YT

n )T (θn – YT

n )2σ 2

a normal distribution with mean 
 
YT

n and variance σ2. If [9.8] is used as the population model then the parameters to 
be estimated are , σ2 and .

The generalisation needs to be taken one step further to apply it to the vector-valued  rather than the scalar-valued q. 
The extension results in the multivariate population model:

9.9

fθ (θn; Wn, γ,Σ ) = (2π)
-d/2

Σ
-1/2

exp – 1 (θn – γ Wn)
T
Σ

-1(θn – γ Wn)2

where  is a u×D matrix of regression coefficients, Σ is a D ×D variance-covariance matrix, and wn is a u ×1 vector of 
fixed variables.

In PISA, the wn variables are referred to as conditioning variables.

Combined model
In [9.10], the conditional item response model [9.3] and the population model [9.9] are combined to obtain the 
unconditional, or marginal, item response model:

9.10

fx (x; ξ, γ,Σ ) = fx (x; ξ  θ) fθ  (θ; γ,Σ)dθ
 θ

It is important to recognise that under this model the locations of individuals on the latent variables are not estimated. 
The parameters of the model are ,  and .

The procedures used to estimate model parameters are described in Adams, Wilson and Wu (1997), Adams, Wilson and 
Wang (1997), and Wu, Adams and Wilson (1997).

9.6
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For each individual it is possible, however, to specify a posterior distribution for the latent variable, given by:

9.11

hθ (θn; Wn, ξ, γ,Σ xn ) =
fx (xn; ξ   θn) fθ  

(θn; Wn, γ,Σ)
fx (xn; Wn, ξ, γ,Σ)

=   
fx (xn; ξ   θn) fθ  

(θn; Wn, γ,Σ)
fx (xn; ξ θn) fθ 

(θn; Wn, γ,Σ)
θn

aPPlication to PiSa

In PISA, this model was used in three steps: national calibrations, international scaling and student score generation.

For both the national calibrations and the international scaling, the conditional item response model [9.3] is used in 
conjunction with the population model [9.9], but conditioning variables are not used. That is, it is assumed that students 
have been sampled from a multivariate normal distribution.

Four multi-dimensional scaling models were used in the PISA 2009 main study. The first model, made up of one 
reading, one science and one mathematics dimension, was used for reporting overall scores for reading, science and 
mathematics. A second model, made up of one science, one mathematics and three reading aspects scales, was used 
to generate scores for the three reading subscales access and retrieve, integrate and interpret, and reflect and evaluate. 
A third model, made up of one science, one mathematics and two reading text format dimensions was used to generate 
scores for the two reading subscales: continuous text and non-continuous text. Fourth model, made up of one reading, 
one science, one mathematics and one digital reading dimension, was used for reporting overall scores for reading, 
science, mathematics and DRA scales for countries that implemented the DRA option in the PISA 2009 Main Study.

The design matrix was chosen so that the partial credit model (Masters, 1982) was used for items with multiple score 
categories and the simple logistic model was fit to the dichotomously scored items.

National calibrations
National calibrations were performed separately, country by country, using unweighted data. Country means were 
constrained to zero during the estimation process. For the countries that administered booklet sets that included the 
core and standard items a linear transformation was applied to the national items difficulties so that the core and 
standard items have a mean of zero. For the countries that have used booklets that included core and easy items a linear 
transformation was applied to the national items difficulties so that the core items have the same mean as the mean of 
the core items for the OECD calibration sample. The results of these analyses, which were used to monitor the quality of 
the data and to make decisions regarding national item treatment, are given in Chapter 12.

The outcomes of the national calibrations were used to make a decision about how to treat each item in each country. This 
means that an item may be deleted from PISA altogether if it has poor psychometric characteristics in more than ten countries, 
referred to as a ‘dodgy item’; it may  deleted from the scaling in particular countries if it has poor psychometric characteristics 
in those particular countries but functions well in the vast majority of others. When reviewing the national calibrations, 
particular attention was paid to the fit of the items to the scaling model, item discrimination and item-by-country interactions.

Item response model fit (weighted mean square MNSQ)

For each item parameter, the ConQuest® fit mean square index (Wu, 1997) was used to provide an indication of the 
compatibility of the model and the data. For each student, the model describes the probability of obtaining the different 
item scores. It is therefore possible to compare the model prediction and what has been observed for one item across 
students. Accumulating comparisons across students gives an item-fit statistic. As the fit statistics compare an observed 
value with a predicted value, the fit is an analysis of residuals. In the case of the item infit mean square, values near 
one are desirable. A weighted MNSQ greater than one is associated with a low discrimination index, meaning the data 
exhibits more variability than expected by the model, and an infit mean square less than one is associated with a high 
discrimination index, meaning the data exhibits less variability than expected by the model.

Discrimination coefficients

For each item, the correlation between the students’ score and aggregate score on the set for the same domain and 
booklet as the item of interest was used as an index of discrimination. If pij (calculated as xij/mi) is the proportion of score 
levels that student i achieved on item j, and  pi = Σ pij

 j
(where the summation is of the items from the same booklet and 
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domain as item j) is the sum of the proportions of the maximum score achieved by student i, then the discrimination is 
calculated as the product-moment correlation between pij and pi for all students. For multiple-choice and short-answer 
items, this index will be the usual point-biserial index of discrimination.

The point-biserial index of discrimination for a particular category of an item is a comparison of the aggregate score 
between students selecting that category and all other students. If the category is the correct answer, the point-biserial 
index of discrimination should be higher than 0.20 (Ebel and Frisbie, 1986). They set out the following recommendations 
regarding the index of discrimination:

magnitude Comment recommended action for item

> 0.39 Excellent Retain

0.30 – 0.39 Good Possibilities for improvement

0.20 – 0.29 Mediocre Need to check/review

0.00 – 0.20 Poor Discard or review in depth

< -0.01 Worst Definitely discard

Non-key categories should have a negative point-biserial index of discrimination. The point-biserial index of discrimination 
for a partial credit item should be ordered, i.e. categories scored 0 should have a lower point-biserial correlation than the 
categories scored 1, and so on.

Item-by-country interaction

The national scaling provides nationally specific item parameter estimates. The consistency of item parameter estimates 
across countries was of particular interest. If the test measured the same latent trait per domain in all countries, then 
items should have the same relative difficulty or, more precisely, would fall within the interval defined by the standard 
error on the item parameter estimate (i.e. the confidence interval).

National reports
After national scaling was completed, all the available national item statistics were imported in the international item 
database. International level item statistics described next in this section were also included in this database. This 
allowed summarising national level statistics and performing the comparison to the international and aggregated item 
statistics. Database with national items statistics was returned to each participating country to assist in reviewing their 
data with the Consortium.

Figure 9.1 illustrates an interface of the national database. The main screen represents the interactive list of items by 
domain that are flagged as dodgy items in a country. Each column indicates a specific problem.

• Figure 9.1 •
Main screen
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Countries were asked to check the following statistics:

•	Item by country interaction: 

The consistency of item parameters across countries is of particular importance in the international study. If the test 
measures the same underlying construct (or latent trait) the item should have similar relative difficulty in each country.

•	Adjusted correlation: 

For multiple-choice items this is equivalent to the point-biserial correlation (PB) of the correct response (key) and it 
should be 0.20 or higher. Otherwise it is marked as Low Adj. Correlation. If the item category is the key, the PB index 
should be positive (the same as for the item). Non-key categories (incorrect responses or distractors) should have 
negative PB index.

•	Ability not ordered: 

For partial credit items the student mean abilities should increase with increasing raw score; students that received 
score 0 should be have lower mean abilities than those that had score 1 and those with score 2 should have higher 
mean abilities than those with 1.

•	Fit: 

Infit Mean Square index is used to compare predicted value and observed value by analysis of residuals. Good fit 
should have values near one. An Infit Mean Square greater than one is associated with a low discrimination index 
while an Infit Mean Square lower than one is associated with a high discrimination index.

Four item reports could be generated using this database.

Report 1:  Scatter plot  
An example of a scatter plot report is given in Figure 9.2. This report shows the scatter plot of national and OECD/
International item difficulties. Both sets of difficulties are centred on zero and are therefore referred to as relative 
difficulties. The vertical axis represents the national relative item difficulties and the horizontal axis the OECD or 
International relative item difficulties. Each dot is an item. 

The scatter plot gives an overview of the behaviour of all items in a domain in one country compared to the pooled 
OECD set (500 students from each OECD country available at the time of analysis pooled together) or International set 
(500 students from each country available at the time of analysis pooled together)

• Figure 9.2 •
example of scatter plot
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2
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0
YYY

OECD / INT

-1

-2

-3

-4

-5
-5 -4 -3 -2 -1 0 1 2 3 4 5

Harder for YYY

Easier for YYY

Correlation (OECD avg: 0.902):  0.906

Items with an absolute difference > 0.65

Item ID

OECD / INT
parameter

National
parameter

Difference
(YYY - OECD / INT)

M447Q01
M462Q01 D
M800Q01  

-0.778
 0.858
-3.168

-1.611
 2.285
-2.278 

-0.833
 1.427
 0.890

SD Ratio (Nat / OECD or INT):  1.05

PISA 2009 Main Study - Country, National Item Statistics for Mathematics
Scatterplot with National and OECD / International Mathematics Item Difficulties
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Figure 9.2 provides an illustration of the overall level of agreement and it assists in identifying outliers. Items that lie 
exactly on the identity line (the diagonal line) have equal national and international relative item difficulties. An outlier 
occurs when the relative national item difficulty is very different from the OECD/International relative item difficulty. In 
Figure 9.2 there are a couple of obvious outliers. This suggests that something could be wrong with these items.  

The table next to the scatter plot lists all items with an absolute difference of more than 0.65. The national centres were 
asked to check these items carefully for any translation or printing errors.

There are two types of summary statistics displayed in the blue box: 

•	SD ratio compares the spread of national item difficulties to the spread of the OECD/International item difficulties. It 
should be close to 1.

•	Correlation should be similar to the OECD average correlation.

For this particular country both figures are satisfactory: the SD ratio is sufficiently close to one and the correlation is 
sufficiently similar to the OECD average correlation.

Report 2: Descriptive statistics on individual items in tabular form
A detailed item-by-item report was provided in tabular form showing the basic item analysis statistics at the national 
level. This report provides classical item statistics for each item used in the national calibration. Summaries of item 
statistics are presented in a tabular form in item ID order. If for any reason, an item is excluded from the national 
calibration, the item ID will be listed at the end of the report. An example of item statistics for the fictitious item with ID 
R001Q03 is shown in Figure 9.3.

• Figure 9.3 •
example of item statistics in tabular form

Two hundred and forty seven students have responded to this item in this country.

The national threshold and delta (difficulty) are -0.116 (for dichotomous items these two values are always the same).

The item adjusted correlation is 0.18. This is lower than 0.2 and would be reported on the interactive list of dodgy items 
and in the graphical summary report that is described in the next section.

The weighted mean square (MNSQ) fit statistic is 1.29. Small variations around one are expected, however, values larger 
than 1.2 indicate that the item discrimination is lower than assumed by the model, and values below 0.8 show that the 
item discrimination is higher than assumed. In this particular case the item would have a tick on the interactive screen 
in the Large Fit column and in the graphical summary report that is described in the next section. 

The first column gives the original responses. This is a multiple-choice item and therefore, the responses are: 1=A, 
2=B, 3=C, 4=D, 8=‘invalid’, 9=‘missing’ and R=‘not reached’. Please note that there are no statistics for code 8. This is 
because there were no students in this country who gave invalid responses to this item. 

The second column shows the score assigned to each response category. The correct response to this item is 3 (C).

The third and fourth columns in the table list the number and percentage of students in each category. In this country, 
124 students (50.2%) gave the correct response.
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The point-biserial (PB) correlations are presented in column five. This is the correlation between a response category 
coded as a dummy variable (a score of 1 for students that responded with the current code and a score of 0 for 
students in other response categories) and the total domain score. For dichotomous items the point-biserial is equal to 
the adjusted correlation (0.18 in Figure 9.3). Correct responses should have positive correlations with the total score, 
incorrect responses negative correlations. In this case one of the incorrect responses (4) has positive point-biserial (0.10). 
However the item would not have a tick on the interactive screen in the corresponding column for positive PB in non-
key category, because there were less than 15 students who responded to distractor 4.  Rather, this item would be flagged 
for low adjusted correlation (< 0.20).

The two last columns show the average ability of students responding in each category and the associated standard 
deviation (SD). The average ability is calculated by domain. If an item is functioning well the group of students that gave 
the correct response should have a higher mean ability than the groups of students that provided incorrect responses. 
This is true for categories 1 and 2. For category 4 this does not hold, but since the number of students is less that fifteen, 
this is not flagged.

Report 3: Graphical summary of descriptive statistics by item
This report provides comparisons between national and international item statistics in graphical form, one page per item.

An example of a full page for one item is given in Figure 9.4. More detailed information about each part of this report 
labelled A to D follows.

Part A
The top table in Figure 9.4 starts with the item code followed by the item name and item number in unit (R001Q05: 
Graph Example Q5).1  For reading items, there is also a group identifier on the right hand side of the table. In PISA 2009 
Main Survey, the majority of reading items (common items) were administered in all participating countries. Twenty 
countries used booklets that included set of easier items. This was done to better cover the range of abilities in every 
country.

Item identifiers are followed by the overall item statistics, the same as in the national item statistics report described in 
the previous section: number of cases, adjusted correlation, weighted (infit) mean square (MNSQ), item thresholds and 
item difficulty (delta). In addition, item type (e.g. multiple choice) is presented. For multiple-choice items a key (correct 
choice) is also shown. Graph Example Q5 in Figure 9.4 is a partial credit item and therefore the key is not shown.

The next section of part A contains national, international and OECD statistics by response category. The first row 
contains the score for each category, the second and third rows contain number of students and percentage of students 
in each category in the country. OECD% is the percentage of students in each category in the pooled OECD data. INT % 
is the percentage of students in the category in the pooled data of all countries that administered the item. Note that 
OECD % is not available for the easy items, labelled as Group 2 reading items in this chapter.

Ability average, ability SD, and point-biserial are the same national statistics as in the national item statistics report. 
These statistics were described in the previous section.

Part B
The displayed graphs in part B facilitate the process for identifying the possible national anomalies related to item 
statistics by response category. 

The first graph is important for partial credit items. It helps to check whether the average ability increases with the score 
points, as shown in Figure 9.4. Note that categories “9” and “R” are not identified as score points.

The second graph is important for multiple-choice items. It helps to check whether:

•	a non-key category has a positive point-biserial; 

•	a non-key category has a point-biserial higher than the key category; and

•	the key category has a negative point-biserial.
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PISa mS09: graphical presentation of item statistics for Country - R001Q05
R001Q05: Graph Example Q5

Number of Cases: 2025 Adjusted Correlation: 0.54 Item Threshold(s): -0.38  0.003

Item Type: Partial Credit Item Weighted MNSQ: 1.29 Item Delta(s): 0.764 -1.141

response 0 1 2 9 r
Score 0 1 2 0 0
Students 381 212 1104 313 15
Percentage of tot 18.81 10.47 54.52 15.46 0.74
oeCd % 15.73 13.75 59.27 9.4 1.84
Int % 17.87 13.38 54.25 11.87 2.63
ability avg -0.62 0.33 0.8 -1.17 -2.41
ability Sd 1.13 1.03 1.06 1.23 1.09
Pt Bis -0.25 0.06 0.48 -0.41 -0.15

average ability by category
2

1

0

-1

-2

Point biserial by category
0.6

0.3

0

-0.3

-0.6

delta infit mean square adjusted correlation
0.70 1.00 1.30 (value) 0.00 0.25 0.50 (value)

International Value: x 1.29 x 0.47
Aggregated Statistics 
(Mean +/- 1 Std.dev): 
National Value: x 1.29 x 0.54

Item by country interaction adjusted correlation Fit
no of valid 
responses /
Countries

easier than 
expected

harder than 
expected

non-key PB is 
Positive

Key PB is 
negative

Low adjusted 
Correlation

ability not 
ordered

Small (high 
discrimination 

Item)

Large (Low 
discrimination 

Item)

r001Q05 2010 q q q q q q q

Countries: 48 12 9 0 0 0 0 23

oeCd countries: 22 4 7 0 0 0 0 15

other countries: 26 8 2 0 0 0 0 8

delta (item difficulty) Item-category threshold
-2.0 0.0 2.0 (value) -2.0 0.0 2.0 (value)

International Value: trh 1 x -0.227 x -0.487
Aggregated Statistics 
(Mean +/- 1 Std.dev): 
National Value:      x -0.188       x -0.38

International Value: trh 2 x 0.033
Aggregated Statistics 
(Mean +/- 1 Std.dev): 
National Value: x 0.003

• Figure 9.4 •
example of graphical summary by item report
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Part C
This part presents the graphical comparisons of overall item statistics at the national and OECD level.

National scaling provides for each country and item, the weighted MNSQ, adjusted correlation, delta item parameter 
estimate (or difficulty estimate) and threshold estimates. For each item these national values will be compared with the 
pooled OECD value and average value for all OECD countries in the database at the time of comparison.

The black crosses at the top of each of the pictures represent the value of the coefficients computed from the pooled 
OECD data. The coloured boxes show the distribution of values obtained from each of available OECD country (all 
students). To obtain this distribution each OECD country is calibrated separately. Then the mean and standard deviation 
of the national estimates are computed. The boxes are located so that their mid-point (indicated with a vertical bar) is at 
the mean and the left and right boundaries are located at the mean plus and minus one standard deviation respectively. 

The orange crosses at the bottom of the pictures indicate the values computed only for your national dataset.

Any substantial differences between the national value and the OECD value, or the average OECD value, indicate that 
the item is behaving differently in that country in comparison to the other countries. This might reflect a mistranslation 
or printing problem. On the other hand, if the item is misbehaving in many countries, it might reflect a specific problem 
in the source item and not with one or more national versions of this item.

OECD statistics are not available for easier reading items (Group 2 reading items). Hence, the statistics for these items 
are calculated based on the pooled data from 20 countries.

Part D
At the bottom of the page a table with check boxes shows whether any substantial problems were found as a result of the 
national calibration for the particular item. The table indicates if an item was flagged for one of the following reasons:

•	the relative national item difficulty is significantly higher or lower than OECD/International relative item difficulties;

•	for multiple-choice items one of the non-key categories has a point-biserial correlation higher than 0.05 (only reported 
if the category was chosen by at least 15 students);

•	for multiple-choice items the key category for has a point-biserial lower than -0.05 (only reported if the category was 
chosen by at least 15 students);

•	the adjusted correlation of the item is lower than 0.2;

•	for partial credit items the category abilities are not ordered (only reported if both score categories in comparison have 
at least 15 students each); and

•	the fit statistics are higher than 1.2 or lower than 0.8

In the example in Figure 9.4, the box is ticked indicating large fit index. This is also shown in Part A (weighted 
MNSQ=1.26).

The next row below the tick boxes shows how many countries in total have a similar problem for the same item. The last 
two rows are the numbers of OECD countries and partner countries that have the same problem.  The large fit problem, 
which is identified in Parts A and D, does not look problematic on the graph in part C for this particular country. It is 
because out of 48 available countries, 23 countries (or 15 out of 22 available OECD countries) have the same problem 
(the figures are fictitious). This indicates a specific problem in the source item instead of possible mistranslation or 
misprint problems in the national versions.

However, if an item has at least one tick, and the number of countries below this tick is less than 10, the national centres 
were strongly recommended to review the translation and printing of the item in all booklets and its appropriateness for 
the national context. 

All flagged items are considered to be dodgy items either nationally if a problem occurs only in a particular country, or 
internationally if the same problem occurs in many countries (in more than 50% of cases).

Report 4:  International list of dodgy items
The last report gives a summary of dodgy items for all countries included in the analysis at the time of reporting. A part 
of this table is given in Figure 9.5. The table includes all items for completeness.
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• Figure 9.5 •
example of an international list of dodgy items

If an item has poor psychometric properties in a large number of countries then it most likely should be explained by 
reasons other than mistranslation and misprint.

International calibration
In PISA 2009 countries with an expected mean reading score less than 450 were given the option to choose an easier 
set of booklets for the main survey (see Chapter 2 for more details). In total, 20 countries opted for the easier booklets, 
of which two, Mexico and Chile, were OECD member countries.

As in the previous cycles, mathematics and science international item parameters were set by applying the conditional 
item response model (9.3) in conjunction with the multivariate population model (9.9), without using conditioning 
variables, to a sub-sample of students. This subsample of students referred to as an OECD calibration sample consisted of 
15 500 students comprising 500 students drawn at random from each of the 31 participating OECD countries.  Countries 
that joined the OECD recently, Chile, Estonia and Israel, were not included in the calibration sample. Not-reached items 
were excluded from the calibration. For model identification the average difficulty of all items in each domain was set 
to zero. 

Reading items required a two-step calibration process in PISA 2009. A second calibration sample was formed by adding 
subsamples of 500 students from each of the 20 countries that used easy booklets to the international OECD calibration 
sample (Group 2 reading items). This second calibration sample is referred to as the easy booklets calibration sample. 
Two-step calibration of the Group 2 reading items was performed as following:

•	Step 1: The core and standard items were calibrated using OECD calibration sample (standard items were coded as not 
administered in Mexico and Chile).

•	Step 2: The easier items that were not included in the regular booklets were calibrated using the easy booklets 
calibration sample, while anchoring the core and standard items to the estimates obtained from step 1.

For DRA item calibration it was decided to create a calibration sample with a similar number of responses per item as 
for the pencil and paper test. For the pencil and paper test sampling 500 students yields 154 responses per item, since 
each student responds to approximately 4/13 of all items.  For DRA, sampling 230 students results in 154 responses per 
item since each students responds to approximately 2/3 of all items.

The international scaling for DRA items was performed using a calibration sample of 4 370 students (230 randomly 
selected students from each of the 19 participating countries).  

The allocation of each PISA item to one of the four PISA 2009 scales is given in Annex A.
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Student score generation
As with all item response scaling models, student proficiencies (or measures) are not observed; they are missing data 
that must be inferred from the observed item responses. There are several possible alternative approaches for making 
this inference. PISA uses the imputation methodology usually referred to as plausible values (PVs). PVs are a selection of 
likely proficiencies for students that attained each score.

Plausible values
Using item parameters anchored at their estimated values from the international calibration, the plausible values are 
random draws from the marginal posterior of the latent distribution [9.11] for each student. For details on the uses of 
plausible values, see Mislevy (1991) and Mislevy et al. (1992).

In PISA, the random draws from the marginal posterior distribution are taken as follows. 

Draw M vector-valued random deviates, 
M

m=1mn , from the multivariate normal distribution, f ( n; wn, , ), for each 
case n, these vectors are used to approximate the integral in the denominator of [9.11], using the Monte-Carlo integration: 2

9.12

fx (x; )fθ  ( , )d ≈  1
M

Σ
m=1

fx (x; mn)= M

At the same time, the values

9.13

pmn = fx (xn; x I mn) fq  ( mn ;  wn, , )

are calculated, so that we obtain the set of pairs ,mn
MP
m=1( mn ) , which can be used as an approximation of the 

posterior density [9.11]; and the probability that nj could be drawn from this density is given by

9.14

qnj =
pmn

M

Σ
m=1

pmn

At this point, L uniformly distributed random numbers {ηi}
L
i = 1  are generated; and for each random draw, the vector, 

ni0
 , that satisfies the condition

9.15

i0 – 1

Σ
s=1

qsn < ηi ≤
i0

Σ
s=1

qsn

is selected as a plausible vector.

Constructing conditioning variables
The PISA conditioning variables are prepared using procedures based on those used in the United States National 
Assessment of Educational Progress (Beaton, 1987) and in TIMSS (Macaskill, Adams and Wu, 1998). All available 
student-level information, other than their responses to the items in the booklets, is used either as direct or indirect 
regressors in the conditioning model. The preparation of the variables for the conditioning proceeds as follows.

Variables for booklet ID were represented by deviation contrast codes and were used as direct regressors. Each booklet 
was represented by one variable, except for reference booklet 9. Booklet 9 was chosen as reference booklet because it 
included items from all domains. The difference between simple contrast codes that were used in PISA 2000 and 2003 
is that with deviation contrast coding the sum of each column is zero (except for the UH booklet), whereas for simple 
contrast coding the sum is one. The contrast coding scheme is given in Annex B. In addition to the deviation contrast 
codes, regression coefficients between reading or mathematics and the booklet contrasts that represent booklets without 
mathematics or reading were fixed to zero. The combination of deviation contrast codes and fixing coefficients to zero 
resulted in an intercept in the conditioning model that is the grand mean of all students that responded to items in a 
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domain if only the booklet is used as independent variable. This way, the imputation of abilities for students that did not 
respond to any mathematics or reading items is based on information from all booklets that have items in a domain and 
not only from the reference booklet as in simple contrast coding.

Other direct variables in the regression are gender (and missing gender if there are any) and deviation contrast codes 
for schools with the largest school as reference school, grade, mother and father ISEI and interaction between gender, 
grade, and ISEI. All other categorical variables from the student, ICT, educational career and parent questionnaires 
were dummy coded. These dummy variables and all numeric variables (the questionnaire indices) were analysed in a 
principle component analysis. The details of recoding the variables before the principle component analysis are listed in 
Annex B. The number of component scores that were extracted and used in the scaling model as indirect regressors was 
country specific and explained 95% of the total variance in all the original variables.

The item-response model was fitted to each national data set and the national population parameters were estimated 
using item parameters anchored at their international location, the direct and indirect conditioning variables described 
above and fixed regression coefficients between booklet codes and the minor domains that were not included in the 
corresponding booklet.

Given that the DRA reporting scale cannot influence the PISA paper and pencil assessment, it was suggested that the 
plausible values for DRA countries are drawn in two steps. The first model is a three-dimensional model with reading, 
mathematics and science. This model was used to estimate covariances between the pencil and paper domains and the 
regression coefficients between the background variables and three main domains. Subsequently final plausible values 
for all domains have been drawn from a four-dimensional model including DRA, anchoring covariances and regression 
coefficients to the parameters from the three-dimensional paper and pencil model.

All students from schools that are sampled for DRA and received plausible values for pencil and paper PISA received 
plausible values for DRA.

Four multi-dimensional scaling models described above were estimated. 

booKlet eFFectS
As with PISA 2003 and PISA 2006, the PISA 2009 test design was balanced, so that the item parameter estimates that 
are obtained from scaling are not influenced by a booklet effect, as was the case in PISA 2000. However, due to the 
different location of domains within each of the booklets it was expected that there would still be booklet influences on 
the estimated proficiency distributions.

Modelling the order effect in terms of item positions in a booklet or at least in terms of cluster positions in a booklet 
would result in a very complex model. For the sake of simplicity in the international scaling, the effect was modelled 
separately for each domain at the booklet level, as in previous cycles.

When estimating the item parameters, booklet effects were included in the measurement model to prevent confounding 
item difficulties and booklet effects. For the ConQuest model statement, the calibration model was:

item + item*step + booklet.

The booklet parameter, formally defined in the same way as item parameters, reflects booklet difficulty.

The calibration model given above was used to estimate the international item parameters for mathematics, reading and 
science. As the DRA test was balanced and included only one dimension it was unnecessary to add a set of booklet 
parameters to the model and estimate a booklet effect. The booklet parameters obtained from this analysis were not 
used to correct for the booklet effect. Instead, a set of booklet parameters for the standard booklets was obtained by 
scaling the entire data set of equally weighted OECD countries using booklet as a conditioning variable. The students 
who responded to the UH booklet were excluded from the estimation. A set booklet parameter for the easy booklets was 
obtained by scaling the entire set of equally weighted countries that opted to use an easy booklet set, using booklet as 
a conditioning variable.

The booklet parameter estimates obtained are reported in Chapter 12. The booklet effects are the amount that must be 
added to or subtracted from the proficiencies of students who responded to each booklet.
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To correct the student mathematics, reading and science scores for the booklet effects, two alternatives were considered:

•	correcting all students’ scores using one set of the internationally estimated booklet parameters; or

•	correcting the students’ scores using nationally estimated booklet parameters for each country.

When choosing between these two alternatives a number of issues were considered. First, it is important to recognise that 
the sum of the booklet correction values is zero for each domain, so the application of either of the above corrections 
does not change the country means or rankings. Second, if a national correction was applied then the booklet means 
will be the same for each domain within countries. As such, this approach would incorrectly remove a component of 
expected sampling and measurement error variation. Third, the booklet corrections are essentially an additional set of 
item parameters that capture the effect of the item locations in the booklets. In PISA all item parameters are treated as 
international values so that all countries are therefore treated in exactly the same way. Perhaps the following scenario 
best illustrates the justification for this. Suppose students in a particular country found the reading items on a particular 
booklet surprisingly difficult, even though those items have been deemed as central to the PISA definition of PISA 
literacy and have no technical flaws, such as a translation or coding error. If a national correction were used then an 
adjustment would be made to compensate for the greater difficulty of these items in that particular country. The outcome 
would be that two students from different countries who responded in the same way to these items would be given 
different proficiency estimates. This differential treatment of students based upon their country has not been deemed 
as suitable in PISA. Moreover this form of adjustment would have the effect of masking real underlying differences in 
literacy between students in those two countries, as indicated by those items.

Applying an international correction was therefore deemed the most desirable option from the perspective of cross-
national consistency.

analySiS oF data with PlauSible valueS
It is very important to recognise that plausible values are not test scores and should not be treated as such. They are 
random numbers drawn from the distribution of scores that could be reasonably assigned to each individual – that is, 
the marginal posterior distribution [9.11]. As such, plausible values contain random error variance components and 
are not as optimal as scores for individuals. Plausible values as a set are better suited to describing the performance of 
the population. This approach, developed by Mislevy and Sheehan (1987, 1989) and based on the imputation theory 
of Rubin (1987), produces consistent estimators of population parameters. Plausible values are intermediate values 
provided to obtain consistent estimates of population parameters using standard statistical analysis software such as 
SPSS® and SAS®. As an alternative, analyses can be completed using ConQuest® (Wu, Adams and Wilson, 1997).

The PISA student file contains 45 plausible values, 5 for each of the 9 PISA 2009 scales. PV1MATH to PV5MATH are 
for mathematical literacy; PV1SCIE to PV5SCIE for scientific literacy, PV1READ to PV5READ for reading literacy, and 
PV1ERA to PV5ERA for digital reading assessment. For the three reading aspects literacy subscales, access and retrieve, 
integrate and interpret, reflect and evaluate, the plausible values variables are PV1READ1 to PV5 READ 1, PV1 READ 2 
to PV5 READ 2, and PV1 READ 3 to PV5 READ 3, respectively. For the two reading text format subscales, the plausible 
values variables are PV1READ4 to PV5READ4, PV1READ5 to PV5READ5.

If an analysis were to be undertaken with one of these nine scales, then it would ideally be undertaken five times, once 
with each relevant plausible values variable. The results would be averaged, and then significance tests adjusting for 
variation between the five sets of results computed. 

More formally, suppose that r ( , y) is a statistic that depends upon the latent variable and some other observed 
characteristic of each student. That is: ( , y) = (q1, y1, q2, y2,…, qN , yN) where (qn , yn ) are the values of the latent variable 
and the other observed characteristic for student n. Unfortunately qn is not observed, although we do observe the item 
responses, xn from which we can construct for each student n, the marginal posterior h

q
 (qn ; yn, x, g, ∑ I xn).

If h
q
 (q ; y, x, g, ∑ I x) is the joint marginal posterior for n = 1,…N then we can compute:

9.16

r*(X , Y) = E [r*(θ, Y) X, Y]

= r (θ, Y)h
θ 
(θ; Y, ξ, γ,Σ X)dθ

θ
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The integral in [9.16] can be computed using the Monte-Carlo method. If M random vectors ( 1, 2, …, M) are drawn from 

 h
q
 (q ; y, x, g, ∑ I x) is approximated by:

9.17

r* (X, Y) ≈  1
M

Σ
m=1

r ( m, Y)M

=  1
M

Σ
m=1

rmM

where r̂ m is the estimate of r computed using the m-th set of plausible values.

From [9.16] we can see that the final estimate of r is the average of the estimates computed using each randomly drawn 
vector in turn. If Um is the sampling variance for r̂ m then the sampling variance of r* is:

9.18

V = U* + (1+M -1)BM ,

where U* = 1 M

Σ
m=1

U andmM BM = 1 M

Σ
m=1

(rm – r *)2M–1
.

An α-% confidence interval for r* is r* ± t
υ

(1– α)
2  

v1/2  where t
u
 (s) is the s- percentile of the t-distribution with ν degrees 

of freedom. υ = f  2 + (1– fM)2
-1

M

M–1 d  
, fM = (1 + M-1)BM / V and d is the degree of freedom that would have applied had qn 

been observed. In PISA, d will vary by country and have a maximum possible value of 80.

develoPing coMMon ScaleS For the PurPoSeS oF trendS
The reporting scales that were developed for each of reading, mathematics and science in PISA 2000 were linear 
transformations of the natural logit metrics that result from the scaling as described above. The transformations were 
chosen so that the mean and standard deviation of the PISA 2000 scores was 500 and 100 respectively, for the equally 
weighted 27 OECD countries that participated in PISA 2000 that had acceptable response rates (Wu and Adams, 2002).   

For PISA 2003 the decision was made to report the reading and science scores on these previously developed scales. 
That is, the reading and science reporting scales used for PISA 2000 and PISA 2003 are directly comparable. The value 
of 500, for example, has the same meaning as it did in PISA 2000. 

For mathematics this was not the case, however. Mathematics, as the major domain, was the subject of major development 
work for PISA 2003, and the PISA 2003 mathematics assessment was much more comprehensive than the PISA 2000 
mathematics assessment – the PISA 2000 assessment covered just two (space and shape, and change and relationships) of 
the four areas that are covered in PISA 2003. Because of this broadening in the assessment it was deemed inappropriate 
to report the PISA 2003 mathematics scores on the same scale as the PISA 2000 mathematics scores. For mathematics 
the linear transformation of the logit metric was chosen such that the mean was 500 and standard deviation 100 for 
the 30 OECD countries that participated in PISA 2003. For PISA 2006 the decision was made to report the reading on 
these previously developed scales. That is the reading reporting scales used for PISA 2000, PISA 2003 and PISA 2006 are 
directly comparable. Mathematics reporting scales are directly comparable for PISA 2003 and PISA 2006. For science a 
new scale was established in 2006. The metric for that scale was set so that the mean was 500 and standard deviation 100 
for the 30 OECD countries that participated in PISA 2006.

To permit a comparison of the PISA 2006 science results with the science results in previous data collections a science 
link scale was prepared. The science link scale provides results for 2003 and 2006 using only those items that were 
common to the two PISA studies. These results are provided in a separate database.

For PISA 2009 the decision was made to report the reading, mathematics and science scores on these previously 
developed scales. That is the reading scales used for PISA 2000, PISA 2003. PISA 2006 and PISA 2009 are directly 
comparable. PISA 2009 mathematics reporting scale is directly comparable to PISA 2003 and PISA 2006 and the science 
reporting scale is directly comparable to PISA 2006 scale.

Further details on the various PISA reporting scales are given in Chapter 12.
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Linking PISA 2009 for science and mathematics
The linking of PISA 2009 science and mathematics to the existing scales was undertaken using standard common item 
equating methods.

The steps involved in linking the PISA 2006 and PISA 2009 science and mathematics scales were as follows:

•	Step 1:  Item parameter estimates for science and mathematics were obtained from the PISA 2009 calibration sample.

•	Step 2:  A shift constant was computed to place the above item parameters estimates on the PISA 2006 sale so that the 
mean of the item parameter estimates for the common items was the same in 2009 as it was in 2006.

•	Step 3:  The 2009 student abilities were estimated with item parameters anchored at their 2009 values.

•	Step 4:  The above estimated students abilities were transformed with the shift computed in step 2.

Note that this is a much simpler procedure than that which was employed in linking the reading and science between 
PISA 2003 and PISA 2000. The simpler procedure could be used on this occasion because the test design was balanced 
for both PISA 2006 and 2009.

Linking PISA 2009 for reading
A six-step equating approach was used to report PISA 2009 reading results on the PISA 2000 reading scale.

Common item equating 

•	Step 1:  Item parameter estimates for reading were obtained from the PISA 2009 calibration sample.

•	Step 2:  The above item parameters estimates were transformed through the addition of a constant, so that the mean of 
the item parameter estimates for the common items was the same in 2009 as it was in 2006.

Common person equating 
•	Step 3: The PISA 2009 OECD dataset was scaled twice, once using all the reading items and once using only link items.

•	Step 4:  The difference between the OECD reading means of the two scalings (from step 3) was computed. The 
additional constant was added to the transformation.

•	Step 5:  The 2009 student abilities were estimated with item parameters anchored at their 2009 values.

•	Step 6:  The above estimated students abilities were transformed with the shift computed in step 2 and step 4.

Uncertainty in the link
In each case the transformation that equates the 2009 data with previous data depends upon the change in difficulty 
of each of the individual link items and as a consequence the sample of link items that have been chosen will 
influence the choice of transformation. This means that if an alternative set of link items had been chosen the 
resulting transformation would be slightly different. The consequence is an uncertainty in the transformation due 
to the sampling of the link items, just as there is an uncertainty in values such as country means due to the use of a 
sample of students.

The uncertainty that results from the link-item sampling is referred to as linking error and this error must be taken into 
account when making certain comparisons between the results from different PISA data collection. Just as with the 
error that is introduced through the process of sampling students, the exact magnitude of this linking error cannot be 
determined. We can, however, estimate the likely range of magnitudes for this error and take this error into account 
when interpreting PISA results. As with sampling errors, the likely range of magnitude for the errors is represented as a 
standard error.

In PISA 2003 the link error was estimated as follows.

Let δ
^ 2000

i  be the estimated difficulty of link i in PISA 2000 and let δ
^ 2003

i  be the estimated difficulty of link i in PISA 2003, 
where the mean of the two sets of difficulty estimates for all of the link items for a domain is set at zero. We now define 
the value:

δ
^ 2003

ii δ
^ 2000

ic  = –
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The value ci is the amount by which item i deviates from the average of all link items in terms of the transformation that is 
required to align the two scales. If the link items are assumed to be a random sample of all possible link items and each 
of the items is counted equally then the link error can be estimated as follows:

2
2000,2003

1
i

error c
L

= Σ

Where the summation is over the link items for the domain and L is the number of link items.

Monseur and Berezner (2007) have shown that this approach to the link error estimation is inadequate in two regards. 
First, it ignores the fact that the items are sampled as units and therefore a cluster sample rather than a simple random 
sample of items should be assumed. Secondly, it ignores the fact that partial credit items have a greater influence on 
students’ scores than dichotomously scored items. As such, items should be weighted by their maximum possible score 
when estimating the equating error.

To improve the estimation of the link error the following improved approach has been used in PISA 2006 and PISA 2009. 
Suppose we have L link items in K units. Use i to index items in a unit and j to index units so that δ

^ y
ij  is the estimated 

difficulty of item i in unit j for year y, and let

δ
^ 2006

iji δ
^ 2003

ijc j = –

The size (total number of score points) of unit j is mj so that:

1

K

j
j

m L
=

=  and  
1

1 K

j
j

m m
K

=

=Σ Σ

Further let:

1

1 jm

j ij
jj

c c
m•

=

=   and
1 1

1 jmK

ij
j i

c c
N = =

=Σ ΣΣ

and then the link error, taking into account the clustering is as follows:

( )2m c c

( )
1

2006,2003 2

K

j j
jerror

•
==

2Σ
K mK – 1

The PISA 2006 approach for estimating the link errors was used again in PISA 2009. The link standard errors are reported 
in Chapter 12.

In PISA a common transformation has been estimated, from the link items, and this transformation is applied to all 
participating countries. It follows that any uncertainty that is introduced through the linking is common to all students 
and all countries. Thus, for example, suppose the unknown linking error (between PISA 2006 and PISA 2009) in reading 
resulted in an over-estimation of student scores by two points on the PISA 2006 scale. It follows that every student’s 
score will be over-estimated by two score points. This over-estimation will have effects on certain, but not all, summary 
statistics computed from the PISA 2009 data. For example, consider the following:

•	Each country’s mean will be over-estimated by an amount equal to the link error, in our example this is two score 
points.

•	The mean performance of any subgroup will be over-estimated by an amount equal to the link error, in our example 
this is two score points.

•	The standard deviation of student scores will not be effected because the over-estimation of each student by a common 
error does not change the standard deviation.

•	The difference between the mean scores of two countries in PISA 2009 will not be influenced because the over-
estimation of each student by a common error will have distorted each country’s mean by the same amount.

•	The difference between the mean scores of two groups (e.g. males and females) in PISA 2009 will not be influenced, 
because the over-estimation of each student by a common error will have distorted each group’s mean by the same amount.
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•	The difference between the performance of a group of students (e.g. a country) between PISA 2006 and PISA 2009 will 
be influenced because each student’s score in PISA 2006 will be influenced by the error.

•	A change in the difference in performance between two groups from PISA 2006 to PISA 2009 will not be influenced. 
This is because neither of the components of this comparison, which are differences in scores in 2009 and 2006 
respectively, is influenced by a common error that is added to all student scores in PISA 2009.

In general terms, the linking error need only be considered when comparisons are being made between results from 
different PISA data collections, and then usually only when group means are being compared.

The most obvious example of a situation where there is a need to use linking error is in the comparison of the mean 
performance for a country between two PISA data collections. For example, let us consider a comparison between 2003 
and 2009 of the performance of Norway in mathematics. The mean performance of Norway in 2003 was 495 with a 
standard error of 2.38, while in 2009 the mean was 498 with a standard error of 2.40. 

The standard error on this difference, as mentioned above, is influenced by the linking error. The standard error is 
therefore equal to:

2003
SE σ2

μ 2009 linking error
σ2

μ= + σ2+

SE 2.382 2.402+ 1.992 3.92+= =

The standardised difference in the Norwegian mean is 0.71, which is computed as follows:

0.71 =
498 – 495

3.92

and is not statistically significant (values <1.96 are not statistically significant on the 95% level of confidence).

Notes

1. The samples used were simple random samples stratified by the explicit strata used in each country. Students who responded 
to the UH booklet were not included in this process. 

2. The value M should be large. For PISA we have used 2000.
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