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FOREWORD 

In June 2011, this report was presented to the Working Party on Communication Infrastructures and 
Services Policy (CISP) and was recommended to be made public by the Committee for Information, 
Computer and Communications Policy (ICCP) at its meeting in October 2011. The report was prepared by 
Dennis Weller of Navigant Economics and Bill Woodcock of Packet Clearing House.  It is published on 
the responsibility of the Secretary General of the OECD. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The statistical data for Israel are supplied by and under the responsibility of the relevant Israeli authorities. The use of such data by 
the OECD is without prejudice to the status of the Golan Heights, East Jerusalem and Israeli settlements in the West Bank under 
the terms of international law. 
 
 
1. Footnote by Turkey 
 
The information in this document with reference to « Cyprus » relates to the southern part of the Island. There is no single 
authority representing both Turkish and Greek Cypriot people on the Island. Turkey recognizes the Turkish Republic of Northern 
Cyprus (TRNC). Until a lasting and equitable solution is found within the context of the United Nations, Turkey shall preserve its 
position concerning the “Cyprus issue”. 
 
2. Footnote by all the European Union Member States of the OECD and the European Commission 
 
The Republic of Cyprus is recognised by all members of the United Nations with the exception of Turkey. The information in this 
document relates to the area under the effective control of the Government of the Republic of Cyprus. 
 
 
 
©OECD (2012) 



 DSTI/ICCP/CISP(2011)2/FINAL 

 3

MAIN POINTS 

The Internet has continued to develop at a spectacular rate over the past five years. It now includes 
two billion users, and traffic has grown eightfold in that time. Yet debate continues about the efficacy of 
the Internet’s economic model of traffic exchange. This report seeks to make information available for 
policy makers and other stakeholders. 

Since the Internet was commercialised in the early 1990s, it has developed an efficient market for 
connectivity based on voluntary contractual agreements. Operating in a highly competitive environment, 
largely without regulation or central organisation, the Internet model of traffic exchange has produced low 
prices, promoted efficiency and innovation, and attracted the investment necessary to keep pace with 
demand. 

The performance of the Internet market model contrasts sharply with that of traditional regulated 
forms of voice traffic exchange. If the price of Internet transit were stated in the form of an equivalent 
voice minute rate, it would be about USD 0.0000008 per minute—five orders of magnitude lower than 
typical voice rates. This is a remarkable and under-recognised endorsement of the multi-stakeholder, 
market driven nature of the Internet.  

A survey of 142 000 peering agreements conducted for this report shows that the terms and conditions 
of the Internet interconnection model are so generally agreed upon that 99.5% of interconnection 
agreements are concluded without a written contract. That these “rules of the game” are so ubiquitous and 
serviceable indicates a degree of public unanimity that an external regulator would be hard-pressed to 
create. The parties to these agreements include not only Internet backbone, access, and content distribution 
networks, but also universities, NGOs, branches of government, individuals, businesses and enterprises of 
all sorts—a universality of the constituents of the Internet that extends far beyond the reach of any 
regulatory body’s influence. 

As incumbent networks adopt IP technology, there is a risk of conflict between legacy pricing and 
regulatory models and the more efficient Internet model of traffic exchange. By drawing a “bright line” 
between the two models, regulatory authorities can ensure that the inefficiencies of traditional voice 
markets will not take hold on the Internet. 

The Internet has expanded to cover the globe, with many emerging economies growing at a faster 
pace and closing the “digital divide” gap with OECD countries; yet some emerging economies still suffer 
from the effects of lack of competition or regulatory liberalisation. Evidence shows that, when allowed to 
do so, market participants will self-organise efficient Internet exchange points, producing Internet 
bandwidth to the benefit of the local economy and significantly reducing their costs, including in foreign 
currency. This course of action is strongly recommended in economies that do not yet have abundant 
domestic means of Internet bandwidth production. 

An unbroken chain of basic physics research, development, and production of new technologies 
allowed the Internet’s growth to keep pace with demand for the first thirty years of its existence, but 
investment in basic optoelectronic physics fell during the economic downturn in 2001. Consequently, the 
speed of network interfaces has stalled, and this has led to a transition from exponential growth to linear 
growth. Investment in basic research needs to be reinstated to return to a level of growth that will meet the 
economic and social development goals OECD countries expect of the Internet economy. 
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MAIN POINTS 

The Internet has continued to develop at a spectacular rate over the past five years. It now includes 
two billion users, and traffic has grown eightfold in that time. Yet debate continues about the efficacy of 
the Internet’s economic model of traffic exchange. This report seeks to make information available for 
policy makers and other stakeholders. 

Since the Internet was commercialised in the early 1990s, it has developed an efficient market for 
connectivity based on voluntary contractual agreements. Operating in a highly competitive environment, 
largely without regulation or central organisation, the Internet model of traffic exchange has produced low 
prices, promoted efficiency and innovation, and attracted the investment necessary to keep pace with 
demand. 

The performance of the Internet market model contrasts sharply with that of traditional regulated 
forms of voice traffic exchange. If the price of Internet transit were stated in the form of an equivalent 
voice minute rate, it would be about USD 0.0000008 per minute—five orders of magnitude lower than 
typical voice rates. This is a remarkable and under-recognized endorsement of the multi-stakeholder, 
market driven nature of the Internet.  

A survey of 142,000 peering agreements conducted for this report shows that the terms and conditions 
of the Internet interconnection model are so generally agreed upon that 99.5% of interconnection 
agreements are concluded without a written contract. That these “rules of the game” are so ubiquitous and 
serviceable indicates a degree of public unanimity that an external regulator would be hard-pressed to 
create. The parties to these agreements include not only Internet backbone, access, and content distribution 
networks, but also universities, NGOs, branches of government, individuals, businesses and enterprises of 
all sorts—a universality of the constituents of the Internet that extends far beyond the reach of any 
regulatory body’s influence. 

As incumbent networks adopt IP technology, there is a risk of conflict between legacy pricing and 
regulatory models and the more efficient Internet model of traffic exchange. By drawing a “bright line” 
between the two models, regulatory authorities can ensure that the inefficiencies of traditional voice 
markets will not take hold on the Internet. 

The Internet has expanded to cover the globe, with many emerging economies growing at a faster 
pace and closing the “digital divide” gap with OECD countries; yet some emerging economies still suffer 
from the effects of lack of competition or regulatory liberalisation. Evidence shows that, when allowed to 
do so, market participants will self-organize efficient Internet exchange points, producing Internet 
bandwidth to the benefit of the local economy and significantly reducing their costs, including in foreign 
currency. This course of action is strongly recommended in economies that do not yet have abundant 
domestic means of Internet bandwidth production. 

An unbroken chain of basic physics research, development, and production of new technologies 
allowed the Internet’s growth to keep pace with demand for the first thirty years of its existence, but 
investment in basic optoelectronic physics fell during the economic downturn in 2001. Consequently, the 
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speed of network interfaces has stalled, and this has led to a transition from exponential growth to linear 
growth. Investment in basic research needs to be reinstated to return to a level of growth that will meet the 
economic and social development goals OECD countries expect of the Internet economy. 
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INTRODUCTION AND EXECUTIVE SUMMARY 

Since the Internet was privatised in the early 1990s, the growth of Internet traffic has been explosive. 
What was once a research network serving a limited community is now a global phenomenon of immense 
economic and social importance. Three factors have made this dramatic growth in traffic possible: 

• The basic architecture of the Internet has proved to be remarkably adaptable. The independence 
of the seven layers of the architecture has allowed innovation to proceed separately in each. 
There has not, however, been a dramatic change in the architecture of the Internet over the period 
of rapid growth since privatisation. It has been the adaptability of the structure, rather than 
fundamental change in it, that has accommodated growth so far. 

• Innovation by equipment manufacturers has made each new generation of transport facilities, 
routers, and storage less expensive and more efficient. Without these advances, no amount of 
investment would have been sufficient to accommodate the growth in traffic. Even with those 
benefits, technical improvements have not always been able to keep pace with demand, and, as 
explained further below, they have sometimes been a limiting factor. 

• The commercial agreements that have evolved over the past twenty years have created an 
efficient global market for connectivity. The progress of this market has been described in 
previous OECD reports in 20021 and again in 20062. The Internet traffic exchange market has 
ensured universal connectivity worldwide, supplied the investment to meet growing needs, and 
provided an environment that encourages diversity and innovation among all the participants in 
the Internet.  

The global success of the Internet is thus a product of commercial as well as technical innovation. 
Business models have evolved through a process of experimentation, in the voluntary agreements between 
parties. In terms of the volume of information transmitted, the Internet market now vastly exceeds the pre-
existing arrangements through which traditional networks have exchanged circuit-switched (TDM) voice 
traffic. While national regulatory authorities have closely regulated TDM traffic exchange to achieve such 
policy goals as universal connectivity and competition, the Internet market has attained those same goals 
with very little regulatory intervention, while performing much better than the older markets in terms of 
prices, efficiency, and innovation. As Internet traffic continues to grow, and TDM traffic shrinks, the 
Internet model for traffic exchange has become the global norm. 

This report reviews developments in the market for Internet traffic exchange, and the performance of 
that market, since the 2006OECD report on this subject. It also considers the challenges the Internet market 
is likely to face and policy issues that governments may be called upon to consider in the next few years. 

Performance of the Market  

Since the last OECD report on this subject in 2006, the volume of traffic on the Internet has continued 
to grow at an average rate of about 50% per year.  As a result, the total volume of traffic is now about eight 
times greater than it was in 2006.  Growth has been intensive, as the usage of each subscriber has 
increased.  Today, twenty households with average broadband usage generate as much traffic as the entire 
Internet carried in 1995.  Growth has also been extensive, as the Internet has expanded around the world to 
reach two billion users.  The rate of growth has varied across countries; details are provided below under 
“Regional and National Trends.” 
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The market model of Internet traffic exchange, based on voluntary commercial agreements for 
peering and transit, has performed very well.  The market has generated the large investments needed to 
sustain growth, and has guided investment to the most productive uses.  It has also sustained very low 
prices.  Rates for Internet transit have declined dramatically over the last fifteen years, although the rate of 
change has leveled off in the most recent period.  For large volume wholesale agreements for traffic 
exchanged at major Internet Exchange Points (IXPs), transit is available for USD 2 to USD 3 per megabit 
per month; some networks making vary large commitments have been reported to pay less than 1 USD.  
Retail prices charged by ISPs to corporate clients at smaller volumes are somewhat higher, and vary 
depending on location and market conditions.  The section of this report entitled “Market Performance 
Measures” discusses how Internet bandwidth is produced and how different measures of performance 
should be interpreted. 

The basic market models of Internet transit and peering agreements have been developed through 
experience over the last fifteen years, to a point where the norms of these arrangements are now widely 
understood and accepted within the Internet community.  A survey of peering agreements conducted for 
this report gathered responses from 4 331 ISP networks, representing 86% of the world’s Internet carriers, 
incorporated in 96 countries.  They reported 142 210 peering agreements.  Of these, 141 512, or 99.51%, 
were “handshake” agreements in which the parties agreed to commonly understood terms without creating 
a written document.  Because this model is so well-developed, peering has been able to proliferate among 
Internet entities with very low transaction costs.  Another mechanism for reducing transaction costs is the 
widespread use of multilateral peering agreements, in which many networks meeting at an IXP join a 
single agreement rather than conclude separate bilateral arrangements.  The average number of agreements  
reported was 32.8 for each of the entities in the survey.  The distribution is long-tailed, with 62% of the 
respondents having ten or fewer agreements. It has therefore been possible to ensure global connectivity 
among two billion users by means of a relatively small number of agreements, less than 1% of a full mesh.  
An important function of the Internet market for traffic exchange is to determine which of the many 
possible exchange arrangements should actually be implemented.  A full description of the survey and its 
results is presented in Annex 1 to this report. 

Structural Evolution of the Market 

As the Internet has expanded, it has also followed a continual process of reinvention. Roles, 
relationships, and business models of Internet participants have shifted over time as the Internet has 
expanded: 

• The Internet has expanded geographically across different regions of the world, with faster 
growth in emerging economies than in more established ones.  The “Regional Survey” section of 
this report provides a county-by-country review of Internet development since 2006. 

• Smaller networks have developed more peering relationships with one another and are less 
dependent on transit services provided by larger backbone networks.   

• IXPs have been established in many more areas and have in turn attracted greater Internet 
resources to those areas, reducing the need for “tromboning” of traffic out of the country or 
region.  The availability of in-region points of exchange allows for more direct routing of traffic, 
increasing service quality.  It creates better conditions for investment in Internet assets within the 
region.  By reducing the need to use long-distance transmission capacity for in-region traffic, it 
frees up existing long-haul capacity to handle out-of-region traffic.  

• New investment has reduced concentration and relieved bottlenecks, such as for undersea cable 
capacity. Much of this investment has come from new entrants and from firms in emerging 
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economies, spreading ownership geographically and among more participants. 

• New patterns of usage have developed among Internet users. Voice services have declined in 
relative importance.  Peer-to-peer delivery, which had previously led to concerns that it might 
overwhelm the Internet with volume, is still significant but it is becoming a smaller part over 
overall usage.3  Streaming and direct downloads, especially of video content, have become the 
most rapidly growing category among applications on the Internet.  The transition of applications 
from desktop to cloud has also contributed to the growth in traffic. 

• New categories of participants have invested to improve quality and create new alternatives to 
transit. These include self-supply by online service and content providers such as Google, as well 
as intermediary content delivery network (CDN) service providers such as Akamai and 
Limelight.  CDN services have supported, and have grown in parallel with, the growing demand 
for applications such as video streaming and download.  Taken together, many of the structural 
changes summarised here - reduced reliance on transit, local availability of IXPs, direct delivery 
of traffic by CDNs, and caching of content closer to the user - have all contributed to make 
routing more direct, reduce latency, and improve quality. 

These developments have made the structure of the Internet flatter and broader, and reduced its 
dependence on any one player or group. Today, only a small percentage of the traffic on the Internet ever 
touches any of the old backbone networks. Google is now ranked third among networks in global traffic 
carried, behind only Level 3 and Global Crossing, and it’s notable that each of these largest networks are 
born of the Internet era, rather than evolved from incumbent TDM predecessors. In general, the growth of 
the Internet over the past five years has increased the effectiveness of competition in the market for 
Internet traffic exchange. 

The reasons behind the very good performance of the Internet market model of traffic exchange are 
explored in the section entitled “Why has the Internet market performed so well?” in the Annex to this 
report.  The contrast between the results observed in the Internet market and comparable markets for 
exchange of traditional circuit-switched voice (time-domain multiplexed, or TDM) traffic is striking.  For 
example, Internet transit service provides what is effectively, in TDM terms, global transport and 
termination.  The price of USD 2 to USD 3 per megabit per month therefore includes a traffic-weighted 
average of transport costs to all the possible destinations in the world, as well as the costs of terminating on 
local access networks in each country.  Stated in terms of an equivalent per-minute price for delivery of 
voice traffic, this is less than USD 0.0000008, five orders of magnitude less than wholesale rates for 
services providing comparable functions in TDM markets.  The reasons for this performance include the 
efficiency of  packet-switched technology, competition in Internet markets, and the flexibility of routing 
arrangements among Internet networks.  The market has also benefitted from the policy environment, in 
which governments have refrained, in most OECD countries, from regulation of the market for Internet 
traffic exchange. 

Legal and Policy Frameworks 

Every market exists within a legal and policy framework established by government.  Markets for 
network communications in OECD countries have benefitted from liberalisation policies which have 
sought to open markets and promote competition.  These have included specific measures to ensure 
availability of leased lines and access to rights of way, for example.  The success of the Internet IP market 
for traffic exchange would not be possible without this broad policy framework of liberalisation. Indeed, in 
regions where the development of Internet IP traffic exchange has been less satisfactory, the cause has 
generally been a lack of sufficient liberalisation within the country or region, rather than a lack of 
performance by the global Internet market as a whole.  The close relationship between market-opening 
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policies and Internet development was discussed in the most recent OECD report in 2006, and is also 
evident in the regional survey provided in this report.  Some recommendations for features of a broad 
policy framework of liberalisation which would provide a sound basis for Internet development are 
provided in Annex 6 to this report. 

Governments have generally found it necessary to regulate traditional markets for TDM traffic 
exchange, given the characteristics of TDM networks and the competitive conditions in those markets.  
Regulation has in many cases been adopted to address observed market failures.  In contrast, it has been 
possible for the Internet market for traffic exchange to achieve more favourable results, in most cases 
without regulatory intervention.  This has been achieved for the reasons noted above, despite the fact that 
many of the same firms participate in both the TDM market and the Internet market.  The paradox 
presented by regulation of interconnection and traffic exchange is that while it can provide a remedy in 
some circumstances where market failures have occurred, in other cases it can interfere with the successful 
operation of the market and confer market power on entities which would not otherwise have it.  For 
reasons discussed in detail in the section “Why has the Internet market performed so well” in the Annex to 
this report, this risk is particularly powerful in the market for Internet traffic exchange, where the market 
has produced very good results with little regulation, and where the potential for regulatory intervention to 
damage the market is particularly strong.  Some discussion of how the Internet traffic exchange market fits 
within existing regulatory frameworks, and a review of limited cases where OECD governments have 
intervened in this market, is provided in Annex 7 to this report. 

Challenges for the Future 

The rapid growth and continuing evolution of the Internet market will present new challenges for all 
of the three enabling factors listed in the Introduction:  the architecture of the Internet, technological 
innovation, and the ongoing development of the Internet market model for traffic exchange.  These in turn 
are likely to give rise to new policy challenges for governments. 

Challenges for Internet Architecture 

The most immediate challenge for the architecture of the Internet is the transition of addressing from 
IPv4 to IPv6.  In February 20111 the Internet Assigned Numbers Authority issued the last IPv4 address 
blocks to the Internet Registries.  The Asia-Pacific Regional Internet Registry, (APNIC) ran out of 
unreserved IPv4 addresses in April 2011, and each of the other four regional Registries will run out over 
the coming months, or perhaps a year or two in the case of AfriNIC.  While the number of networks 
employing IPv6 addresses has grown more than sixfold in the last five years, thousands more have yet to 
begin their transition.  This issue is discussed under “Challenges for the future” in this report, and has been 
addressed in greater detail in a 2010 OECD report.4 

Challenges for Technical Innovation  

Rapid innovation in technology, leading to new generations of equipment providing greater capacity 
at lower unit cost, is one of the most important factors that has allowed the growth of the Internet 
infrastructure to keep pace with growth in demand.  In particular, the interfaces that allow 
telecommunications signals to be driven through fibre optic cable have stepped from 10 megabits per 
second to 100 megabits, 1 gigabit, and 10 gigabits in successive generations of equipment.  This has been 
made possible by basic research in optoelectronic physics.  However, when the dot-com bubble of the 
1990s burst, investment in such research was significantly reduced.  Given a lag of about three years 
between research developments in the laboratory and the availability of new equipment in the market, by 
2005 the rate of increase in fibre optic interface speeds began to deviate from trend.  Additions to capacity 
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have shifted from an exponential pattern of growth through increases in interface speeds, to a linear one of 
bundling together additional 10-gigabit interfaces. 

The exponential growth that allowed Internet bandwidth production to keep pace with increasing 
demand, with lower costs over time allowing corresponding reductions in consumer prices, has 
unfortunately transitioned into linear growth that is not keeping pace with increased demand and is not 
producing greater economies at larger scales; thus, wholesale and retail prices have not, by and large, fallen 
significantly beyond the introduction of those final Nx10 gbps technologies in any market. 

This issue is described in detail in the section “Why supply of Internet bandwidth is no longer meeting 
demand” in this report, which also explains why such linear additions to capacity lead to diminishing, and 
ultimately negative returns. Unless research in basic optoelectronic physics can be renewed, limitations in 
interface speed will present a significant challenge to the ability of the Internet to handle increasing 
demand. 

Challenges for the Internet model of traffic exchange 

The efficiency and adaptability of the commercial arrangements for Internet traffic exchange has 
played a key role in the expansion of the Internet over the last fifteen years.  This market has evolved 
rapidly over time.  The ongoing process of structural change  in the Internet market has helped to extend 
the Internet around the world, make it more competitive, and supported the widening range of services 
available to its users. 

As this evolution continues over the next few years, it will present challenges to networks on the 
Internet to renew their business models, and in the process to adapt the Internet market model for traffic 
exchange to support these new approaches.  For example, the growth of online delivery of video through 
streaming and direct download has led content companies, such as movie studios and broadcasters, to 
renegotiate their relationships with online content distributors like Google, Apple, and Netflix.  The 
Internet arrangements for delivering this content have driven evolution of relationships among these 
content distributors, CDN providers, backbone networks, and local access networks.  The distinctions 
among these categories have blurred as networks have provided different combinations of these functions.  
This process of development is described in “Structural change in the Internet” in this report. 

This evolution has led to changes in the terms of trade among the different parties, and to 
experimentation with different variants on the existing agreements for peering and transit.  These variants 
have included regional peering, multilateral peering,  single-hop access, and paid peering, and are 
reviewed in more detail  in “Adaptations of the Internet model” in this report. 

Challenges for Policy 

The evolution of market structure, patterns of use, and business arrangements on the Internet will 
present corresponding challenges for policy makers.  They must maintain an underlying legal and 
regulatory framework that provides a liberalized market setting, within which Internet participants have the 
freedom to continue to innovate and grow.  Some basic elements of such a framework are discussed in the 
“Prescriptive Annex,”  in the annex to this report.  Many aspects of policy, such as Internet governance, 
security and privacy, are outside the scope of this report.  Since the focus of the report is on the market for 
Internet traffic exchange, the discussion in the section of the report entitled “New models for policy” is 
also focused on regulation of that market.  The issues that are likely to confront policy makers in the next 
few years include the following: 
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• Establishing a bright line.  Convergence between traditional voice networks and the Internet has 
the potential to produce conflicts between the existing framework for the exchange of voice 
traffic, which is largely regulated, and the Internet model of traffic exchange based on voluntary 
agreements. As Internet traffic has grown, and TDM volumes have diminished, the Internet 
market model has become the global norm for traffic exchange. There is a risk that parties who 
have seen the TDM regulatory regime as working to their advantage might lobby governments to 
extend elements of traditional TDM regulation into the Internet space. National regulatory 
authorities (NRAs) might be tempted to do so in order to preserve norms and procedures to which 
they are accustomed, to maintain policy goals that are embedded in the older regulation, or 
simply in the name of technological neutrality.  Similarly, in the context of the larger discussion 
over global Internet governance, some countries or parties might see advantage in re-establishing  
international regulation of Internet traffic exchange under treaty. 

While governments will always have the option of establishing regulation if it should become 
necessary, in the case of the market for Internet traffic exchange the results in the absence of 
regulation have been very favourable, and the risk that regulation would undermine the efficient 
working of the market is great, for reasons discussed under “Why the Internet market has 
performed so well,” in the Annex to this report.  This report therefore recommends that NRAs 
should establish a “bright line” between the TDM market, which might remain subject to 
regulatory status-quo, and the Internet market for traffic exchange, which would continue to 
operate under commercial agreements.  A very high threshold of market failure should be 
established to justify intervention in the Internet market.  Similarly, the growth of the Internet, 
together with efforts to liberalise international markets for telecommunications and promote 
competition, has produced enormous benefits for users, as well as for economic and social 
development, around the world.  A treaty-based return to a regulated framework - in effect, a new 
settlements regime --for Internet traffic exchange would risk undoing some of those gains, while 
offering little potential benefit.5 

Specific policy concerns may arise in the case of voice traffic where established numbering 
systems tie the ability to route terminating traffic to the carrier to whom the number is assigned.  
The report offers suggestions for policies to address this concern while minimising intervention 
in the market. 

• Reform of TDM interconnection.  Several OECD member countries have undertaken efforts to 
reform their existing regulation of TDM interconnection.  These efforts offer the potential to 
increase the efficiency of the TDM market, while at the same time smoothing the transition to the 
use of IP interfaces for the exchange of voice traffic. 

• Allowing for disagreement.  In a market based on voluntary agreements, it is inevitable that 
parties will not always agree.  In the Internet, where less than 1% of the possible bilateral 
arrangements are actually in effect, this is not a cause for concern.  Occasionally disputes rise to 
the attention of policy makers, and more rarely may actually lead to some disruption.  While 
there must be some limit to the amount of disruption that a private dispute can be allowed to 
cause, governments should generally resist the temptation to intervene. 

• Pricing models to support future investment.  The rapid growth of Internet traffic creates a 
challenge for local access networks to provision increased capacity in middle mile facilities.  In 
particular, online delivery of video content is a challenge for access networks not designed with 
that in mind.  Some parties have recently suggested a series of pricing options for access 
networks seeking to fund investment to meet increased demand.  These include the imposition of 
a broad-based, mandatory termination charge.  These proposals are reviewed in detail in the 
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report.  While investment by all stakeholders across networks is welcome, as a general matter 
mandatory charges which are not accepted voluntarily by the other party to the transaction, or 
which would require either government intervention or collusion to enforce, are not consistent 
with the Internet model of traffic exchange, and should not be permitted. 

• Traffic exchange and network neutrality.  As noted above, the structural evolution of the Internet 
has led to realignment of the roles of Internet participants, including creators of content, online 
distributors of content, CDNs, backbone networks, and access networks.  This has led to 
negotiation of new agreements for Internet traffic exchange.  As agreements among online 
service and content providers, CDNs, and access networks are negotiated, a balance is being 
struck on the extent to which quality-enhancing resources will be brought to bear, who will 
provide those resources, and on what terms.  In the process, the market for Internet traffic 
exchange is generating answers to many of the questions raised in recent debates over network 
neutrality. 

The report reviews these market developments, as well as some disputes which have arisen within the 
last year, including those between Cogent and Orange in France, and between Level 3  and Comcast in the 
United States.  In general, the market appears to be developing in an orderly way, with the outcomes 
falling within a relatively limited range that appears to be reasonable.  The best course for regulators at this 
point may be to monitor and observe this process, as the NRAs in these two cases have chosen to do.  It is 
not clear how intervention in favour of any one party or group (content providers, CDNs, access networks) 
would improve the outcome. 

Market Performance Measures 

In 2011 the Internet, or network of networks, consisted of 5 039 independent Internet service provider 
(ISP) networks, which are interconnected in a sparse mesh. Each of the interconnecting links takes one of 
two forms: transit or peering. Transit agreements are commercial contracts in which a customer (which 
may itself be an ISP) pays a service provider for access to the Internet; these agreements are most common 
at the edges of the Internet. Peering agreements are the carrier interconnection agreements that are within 
Internet exchange points (IXPs) and allow carriers to exchange traffic bound for one another’s customers; 
they are most common in the core of the Internet and are the source of the Internet bandwidth commodity. 

There are several approaches to understanding the performance of the Internet market. There are 
measures of supply, measures of demand, and measures of price. Because currency is convertible between 
markets, price is often used as a way of comparing Internet services on a global basis. This is not as simple 
or reliable a mechanism is it might seem; it is easy to wind up with an apples-to-oranges comparison, even 
if the prices of two markets seem directly comparable. Internet bandwidth is not a simple commodity like 
kilowatt-hours of electricity. Comparisons are complicated by its aggregation properties and performance 
characteristics, so a basic understanding of these issues is essential to understanding price comparisons. 

Internet bandwidth is produced at the sites of interconnection between networks, the IXPs. There are 
presently approximately 350 IXPs, more than half of which are in Europe and the United States.6 ISPs 
transport the bandwidth from the IXP to the consumer, often reselling it through a chain of intermediaries 
before it arrives at its ultimate user. The ISPs directly adjacent to the IXP and participating in the 
bandwidth-production process are most often referred to as “backbone” providers; those adjacent to the 
customer are most often referred to as “access” providers. This chain of providers between the IXP and the 
consumer may be as short as one, or occasionally as long as three or four or more, particularly in small or 
rural markets or in markets where regulatory policy has allowed a “national gateway” provider a 
monopoly. Each of these intermediary providers has operational costs, which are passed along in prices to 
the consumer, and each intervening router, switch, or kilometre of network takes its toll on the 
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performance and reliability of the connection. Thus, shorter paths between IXP and consumer yield higher 
performance at a lower price. The concept is familiar in other contexts: a consumer living adjacent to a 
farm can buy fresher agricultural produce at a lower price, whereas one who lives far away pays a higher 
price for produce that is more bruised and has a shorter remaining shelf-life. Internet bandwidth is very 
much a perishable commodity, like agricultural produce. 

Thus, the first thing to understand when making price comparisons between Internet service offerings 
is how far the bandwidth has been transported from an IXP. This is itself a complicated question, because 
it relates not to a single specific IXP but to the mix of IXPs used to deliver traffic, which varies with user 
preferences and habits. Generally, an ISP that connects to many IXPs, and specifically to many IXPs near 
the site of both a customer and the parties the customer wishes to communicate with, is able to provide a 
high-quality service at a low price. An ISP that does not connect to any IXPs, or connects only to IXPs that 
are distant from the customer and their correspondence partners, cannot provide high-quality service or 
offer a low price.  

Quality of service, in the Internet as in other networks, is measured in four characteristics: loss, 
latency, out-of-order delivery, and jitter.7 A discussion of the specifics of these characteristics is outside the 
scope of this report, but it is important to understand that each is specific, has a clear and universally 
accepted definition, and is subject to unambiguous measurement and quantification. Internet service 
quality is objective and does not rely upon panels of human judges coming to subjective “mean opinion 
scores.” Two different ISPs may quite legitimately engineer their networks in very different ways, in order 
to optimise the quality of one or another of those four parametres, each of which has different value to 
different consumers. Someone using their connection primarily for gaming values low latency dearly, 
whereas someone transmitting video values low out-of-order delivery and jitter to a far greater degree. 
Competitors in a mature market offer differentiation in the optimization of these different and unrelated 
axes of quality, and this frustrates simple comparisons based on bits-per-second versus cost. 

To understand price comparisons, it is necessary to understand the ISP’s function as an aggregator. 
The commodity of Internet transit is, essentially, the right to modulate signal onto passing unmodulated 
bits, paired with the right to receive inbound signals. This is equivalent to a service in which railway 
boxcars pass the customer at a predetermined rate that is proportional to the amount the customer pays. 
Some of these boxcars arrive containing goods bound for the customer, who may also put their own 
outbound goods on any of the boxcars as they go by. The total amount of goods a customer can send or 
receive is governed by the number of boxcars that pass in any period of time. This is the “bit per second,” 
or “bps,” rate. A thousand bits per second is a kilobit per second  (kbps), a million bits per second is a 
megabit per second (mbps), a billion bits per second is a gigabit (gbps), and a trillion bits per second is a 
terabit (tbps). Although they have the right to do so, consumers purchasing gigabit broadband service will 
not in all likelihood actually fill all of those “boxcars,” or unmodulated bits. A gigabit is the equivalent of 
seventy thousand pages of text, sixty-five high-resolution photographs of the sort produced by modern 
digital cameras, or two full-length record albums. Although it is quite possible that someone may wish to 
transmit or receive at least that much data, and it is of great benefit to be able to do so in the span of a 
second, it is unlikely that anyone would wish to both send and receive that much every second of every 
day. It is, in fact, unlikely that anyone would wish to do so more than a tiny fraction of a percent of the 
time.  

Specifically, an average broadband user consumes about 15 gigabytes per month.8 This constitutes an 
average usage of 45 kilobits per second, or 0.005% utilszation of that broadband service. (It would, 
however, be 78% of an analog modem dial-up service, such as was common fifteen years ago.) In a perfect 
world, an ISP could aggregate more than 22 million such customers into a single gigabit of fully utilized 
bandwidth, at an IXP or purchased as transit from a “backbone” ISP adjacent to an IXP. At wholesale 
rates, purchased near a large IXP such as Frankfurt, Amsterdam, London, or Washington, DC, that gigabit 
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of bandwidth would cost about USD 2 000 per month (or USD 2 per megabyte per month), which is not 
substantially more than it would cost to participate directly in the IXP and generate it oneself. Generally, 
the wholesale markets near IXPs are very competitive and extract little excess rent, and this benefits 
consumers. This would seem to indicate that each consumer’s fraction of that cost is about one hundredth 
of a cent per month. And though this is notionally true, again the real world is not quite so simple, because 
users do not aggregate perfectly. Each user does not wait his or her turn and send or receive only when 
others are not. In fact, the protocols the Internet is built upon tend to break down as networks approach 
100% utilisation; they depend upon there being a few “empty boxcars” in the passing train to estimate 
degrees of contention and probability of loss and to make other critical decisions. Thus ISPs tend to 
operate their networks at 20%–70% average utilisation. This still represents a wholesale cost of only one 
twentieth of a cent per month per broadband customer.  

One lesson to be drawn here is that the local broadband access network, and backhaul to the IXP, is a 
far greater component of the cost of retail broadband service than the costs of the IXP or the competitive 
backbone ISPs. Transporting bandwidth from IXPs to customers’ sites does have a very real cost. What is 
striking about these prices, however, is how little they have changed in the past five years. The root cause 
of that stagnation had not yet become clearly apparent at the time of the 2006 OECD report on Internet 
traffic exchange. 

The long-term, exponential growth of the Internet, the increasing performance and decreasing prices, 
have always been dependent upon exponential gains in technological development. From the standpoint of 
physics, from the standpoint of research and development, and from the standpoint of producing equipment 
and bringing it to market, there is no apparent end to the regular advances that can be made, if the work is 
performed. Since the telecommunication investment collapse in 2001, that work has not, by and large, been 
funded or performed. This has led to the transition from exponential growth, which held from the origin of 
the Internet in 1969 until the last of the optoelectronic technologies researched prior to 2001, made their 
way to market in 2003 and 2004, to linear growth, which has obtained since then. The earlier exponential 
growth allowed Internet bandwidth production to keep pace with increasing demand, with lower costs over 
time allowing corresponding reductions in consumer prices; the current linear growth is not keeping pace 
with increased demand and is not producing greater economies at larger scales; thus, wholesale and retail 
prices have not, by and large, fallen significantly beyond the introduction of those final Nx10 gbps 
technologies in any market.9 
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CHALLENGES FOR THE FUTURE 

This section examines the challenges that are likely to develop over the next few years, given the 
current trends documented above. It discusses possible responses and adaptations by the participants in the 
Internet, outlines policy issues that OECD governments may face in the near future as a result of these 
market developments, and considers some factors they might usefully consider in addressing them. 

Architecture  

The major architectural change occurring in the Internet over the past five years is the transition from 
IPv4 to IPv6. On 3 February 2011, the Internet Assigned Numbers Authority issued the last IPv4 address 
blocks to the regional Internet Registries, and on 15 April 2011, APNIC, the Asia-Pacific Regional Internet 
Registry ran out of unreserved IPv4 addresses. Most of the other four Registries will run out over the 
coming year or two. At the same time, the number of Autonomous Systems, or networks, that are actually 
employing IPv6 addresses has grown more than six fold in the past five years, from 600 in May of 2006 to 
more than 3 800 in May of 2011 (Figure 1). This is a positive sign with regard to the transition from IPv4 
to IPv6. There are nonetheless many thousands more networks that have yet to begin their transition.10  

 
Figure 1. Number of autonomous systems advertising IPv6 addresses in the global routing table (Y axis) over 

time (X axis) 

 

Source: Packet Clearing House. 
 

One cause for concern is that some IXPs have not yet secured an IPv6 subnet from their regional 
Internet registry to facilitate IPv6 peering by their participant ISPs.11  Further discussion of this issue is 
provided in Annex 5. 

Why supply of Internet bandwidth is no longer meeting demand 

The dot-com boom of the late 1990s necessitated a follow-on investment boom in the 
telecommunications infrastructure that supported the growing use of new Internet products and services. In 
the wake of the dot-com investment collapse in March 2000, there was a similar collapse in funding for 
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telecommunications infrastructure, in which investors rapidly pulled out of fibre-laying projects, the 
telecommunications companies that would have used them, and the equipment vendors that built high-
speed routers and switches. What has been discussed far less is the fact that, at the same time investors 
were pulling out of all of those highly visible sectors of technology, they were also pulling funding for 
basic optoelectronic physics, the basic research that provides the technological means to drive 
telecommunications signals through fibre optic cable at ever-higher speeds. There is about a three-year lag 
between when a new technology is researched in the lab and when it makes its first appearance in 
commercially available network interfaces. Historically, each new generation of optoelectronic interface 
has been designed to be one order of magnitude faster than its predecessor; 10-megabit interfaces gave way 
to 100-megabit interfaces, which were in turn replaced by 1-gigabit interfaces, and those were replaced by 
10-gigabit interfaces. When each new speed of interface is introduced, it is quite expensive, but it provides 
new “headroom” for growth. This headroom is consumed, and additional capacity is generally needed prior 
to the introduction of the next speed of interface, so “link aggregation,” or “LAG,” is performed, bundling 
two, and then three, interfaces of a given speed together, to provide some linear growth until the next 
order-of-magnitude faster interface becomes available and cost-effective. Conceptually, then, the growth of 
individual links in the Internet follows the pattern 1, 2, 3, 10, 20, 30, 100, 200, 300, 1000, 2000, 3000, etc. 
When graphed with a log scale on the Y axis, this upgrade pattern forms a nearly straight line. (Figure 2). 

 
Figure 2: Conceptual diagram of Internet growth, showing 115% annualized growth in the form of annual 1, 2, 

3, 10, 20, 30 pattern upgrades 

 

 

Source: Packet Clearing House. 
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Figure 3: Optoelectronic interface speeds used in the core of the Internet (Y axis) by year of deployment (X 
axis) 

 

 

Source: Packet Clearing House. 
 

In Figure 3, each dot represents the deployment of a new interface speed within a major IXP, and the 
straight line is the same 115% annual growth rate taken from our theoretical model in Figure 2. The data 
express a trend that begins to change slope after 2001 and hits what is essentially a hard cap after the 
introduction of 10 gbps interfaces at the end of 2003. Those 10 gbps interfaces are bundled together in 
groups of two and three. When they should be making the exponential jump to 100 gbps, 1 tbps, and 
10 tbps, instead they continue on in linear fashion, with LAG groups of four, five, six, seven, and now even 
eight. For reference, the black line shows a linear growth rate of 500 mbps per month, which appears to 
better characterise the Internet’s more recent trend.12  

The inability of linear addition of components to meet exponential growth in demand may seem self-
evident to mathematicians and provisioning engineers, but there are some corollary facts that make the 
problem a little easier for others to understand. First, each tenfold increase in interface performance has 
been accompanied by a minor and temporary increase in price. Essentially, the 10 gbps switches of today 
cost no more than their 10 mbps equivalents did fifteen years ago, despite carrying a thousand times more 
data. Second, it is not possible to simply continue adding on more switches to provide more capacity, even 
if it were possible to spend exponentially more money on switches, because the number of ports on each 
switch is limited, and switches must be interconnected with each other in a mesh, which consumes more 
ports for interconnection. Specifically, it requires n – 1 ports on each of n switches. A point of diminishing 
returns is quickly reached, at which the addition of one more switch actually decreases the amount of 
available bandwidth rather than increasing it. 
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Figure 4. Available bandwidth (Y axis) per number of meshed switches (X axis) for two combinations of switch 
size and number of participants 

 

 

Source: Packet Clearing House. 
 

In Figure 4, the point of diminishing returns is illustrated for two examples. One example is taken 
from DE-CIX, the Frankfurt exchange, which uses the largest available switches, 288 ports of 10 gbps 
each.13 This exchange has 325 participating ISPs, each of which could hypothetically be allocated 80 gbps 
in the form of eight 10 gbps ports in a LAG bundle, using a mesh of fifteen switches. Adding a sixteenth 
switch would not increase total capacity, and adding a twenty-third switch would decrease total capacity. 
In the second example, using 48-port switches, which are the most common size, and twenty-five 
participants, which is a reasonable average at exchange points, each ISP can be allocated 50 gbps using 
four switches. Adding a fifth switch would not increase total capacity, and adding an eighth switch would 
decrease total capacity. The development of switches with more ports would superficially appear to 
ameliorate this problem, but in fact, it merely moves the same problem from the externally-visible network 
topology, to the backplane of the switch, without resolving it. Only the development of faster 
optoelectronic interfaces, and the resultant faster network interfaces, can solve the problem and allow the 
Internet to resume economically-efficient growth. 

As a side note, several mathematicians were asked, in the preparation of this report, to examine the 
problem of modelling the complex relationship illustrated above between number of switches, number of 
ports per switch, number of participants, and number of ports allocated to each participant. Although the 
“recurrence relations” mathematics of reducing the specific cases to a general case have proved difficult, 
the mathematicians’ outsider viewpoint did result in a startlingly “outside the box” suggestion of a new and 
potentially more scalable topology for multiswitch IXPs, in which each participant is connected once to 
each of a growing set of stand-alone switches rather than given multiple connections to a single switch that 
is in turn meshed with others.14 Such a model would pose its own new complexities and challenges, and 
thus will not provide a “magic bullet” solution to the larger problem, but is nonetheless now being 
investigated further by IXP operators. 
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Challenges for the Internet mode of traffic exchange 

In earlier stages of Internet development, Internet networks and those in the TDM space were largely 
separate. It was therefore relatively straightforward for them to develop separately, with TDM networks 
subject to traditional regulation and Internet networks free to develop a new model of traffic exchange. 
Now, however, convergence is creating a collision between the two market and regulatory models. For at 
least the past decade, voice telephony service providers have been using IP technology for their internal 
transport. Although many interfaces with customers and other networks have remained TDM, essentially 
all of the transport and switching within the networks is now done using IP. Similarly, traditional services 
such as voice and video have increasingly been provided using applications that run over IP, both by 
“over-the-top” third party service providers and by the traditional networks themselves.  

Experience suggests that, when the two models meet in the real world, the Internet or packet-centric 
model tends to displace the legacy or circuit-centric model. This process of displacement may lead to 
tensions on several levels, and to appeals for new intervention by regulatory authorities. Although, as 
discussed above, the Internet market has generally produced more favourable outcomes, it may also disrupt 
the status quo and alter the terms of trade in ways that are not seen as advantageous by some market 
participants. At the same time, the policy frameworks that were developed in earlier stages of liberalisation 
to promote goals such as fairness, competition, and universal connectivity have been built around the 
traditional regulatory structure. Policy makers may therefore see displacement of the older market model 
by the Internet as disruptive of policy mechanisms that were valuable in the legacy context. These 
disruptions will, of course, look different from the perspectives of different participants. 

Incumbent perspective 

From the standpoint of incumbent operators, the public’s transition to Internet uses and applications 
can mean a loss of revenues from inter-carrier payments as TDM traffic declines. For many operators, 
access or termination charges are already a relatively small component of their revenues; this group 
includes mobile operators in markets such as the United States.15 For others, the net flow of inter-carrier 
payments is small or negative; this group includes landline incumbents in many major markets, including 
Europe and the United States. For these players, the gradual decline of TDM traffic exchange is unlikely to 
pose a threat to revenues, and in some cases it may actually provide some benefits. 

However, other traditional networks still experience significant net inflows of inter-carrier payments 
today. These include mobile carriers in Europe, although the trend in mobile termination rates has been 
downward in recent years. Smaller incumbent telecommunication operators in the United States fall into 
this category; though their rates remain high, traffic volumes subject to access charges have been 
declining.16 A third group are some national incumbents in emerging economies. Many of these have 
garnered high settlement rates in the past and have seen revenues from this market segment decline as 
traffic migrates to the Internet. 

Nevertheless, as previous OECD work has shown, reliance on high settlement charges and limits to 
entry have restricted opportunities for growth. Where national policy has facilitated the growth of Internet 
and mobile markets, increased consumption of those services has created social and economic benefits 
while also generating revenue growth to offset declining revenues from traditional settlements.17 

Entrant perspective 

Competitors whose entry has been facilitated by the legacy regulatory framework in countries that 
have liberalised may have a variety of concerns about the transition to Internet interconnection modes. In 
general, Internet transit and peering arrangements are likely to give an entrant greater connectivity at lower 
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cost. Further, in some cases the transition may reduce an entrant’s payments to larger players, for example, 
for mobile termination charges. 

In other cases, however, the entrant may have a business model that takes advantage of the traditional 
payment scheme to produce a net flow of revenue. Within the traditional regulatory framework, in most 
OECD countries, the entrant has enjoyed certain guarantees, which may have established effective property 
rights. These may include the right to demand interconnection, to choose the point of interconnection, and 
to seek intervention by the regulator to impose terms on the incumbent. In the Internet model of voluntary 
agreements, these are not applicable. 

Policy maker perspective 

The gradual demise of TDM voice traffic is creating a delicate challenge for regulatory authorities. 
The ability of the Internet model to produce efficient results and disrupt older models argues in favour of 
allowing it to continue to develop without undue interference. At the same time, regulators may face calls 
for intervention from parties whose interests have been affected. Applying the existing TDM framework to 
Internet traffic will almost certainly be harmful, but policy goals of promoting competition remain valid. 
The challenge, then, is to determine what limited mix of regulatory measures going forward will best 
ensure that markets remain open to competition without interfering with the successful operation of that 
market.  

The transition to Internet models may also create mechanical and administrative complexities for 
governments. For example, OECD countries have developed, and the OECD has relied upon, reporting 
systems in which service providers furnish data on the state of telecommunication markets. As voice traffic 
shifts to unregulated entities and service provision is scattered among a wider variety of entities and 
business models, it may become more difficult for policy makers to maintain a clear view of the state of 
the market. As a result, policy makers across the OECD are keen to explore which metrics are needed to 
inform stakeholders while not being overly burdensome to market participants. New tools, made possible 
by the Internet, may assist in that process. For instance, the OECD has worked on standardised reporting 
mechanisms for IXP traffic levels.18 

Existing frameworks and applications of regulation 

As noted above, a legal and regulatory framework to provide for the rule of law, open markets, and 
promote competition, is essential for the success of the Internet, as it is for other markets. As the Regional 
Survey in this report makes clear, the development of the Internet in some regions has been hampered by 
the lack of a fully liberalised legal and regulatory setting. This section focuses more specifically on the 
regulatory frameworks in OECD countries, as they pertain to the exchange of IP traffic. 

To date, policy makers in OECD countries, recognising the value generated by the Internet model, 
have generally refrained from applying legacy regulatory frameworks to the exchange of IP traffic. To 
some extent, this result has flowed from the inherent structure of the legal framework.  However, a few 
very limited actions have been taken to intervene in markets for Internet traffic exchange, often with 
unintended collateral outcomes, and many issues have been raised by parties or by the regulators 
themselves. 

The European Commission has designated a limited number of relevant markets in which ex ante 
regulation may be warranted.  Wholesale markets for IP traffic exchange are not among those identified as 
susceptible to ex ante regulation.  An NRA may identify a market other than those designated by the 
Commission, based on national circumstances, but must do so under a three-criterion test.19 However, 
voice call termination for fixed and mobile networks are among the designated markets, without regard to 
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the technology; thus the provision of voice termination over an IP interface could be susceptible to ex ante 
regulation.  This, combined with other factors, may have created an incentive for the continuing use of 
TDM interfaces to deliver VOIP traffic to incumbent networks. 

In 2006 the Polish regulator, UKE, adopted a draft decision that would impose on the Polish 
incumbent Telekomunikacja Polska (TP) an obligation of nondiscrimination and transparency as regards 
transit of  IP traffic. The draft contained a number of specific provisions, including an obligation to prepare 
and submit a Reference offer related to IP peering and an obligation to set prices based on costs incurred. 
The European Commission responded in 2010 by expressing serious doubts as to the compatibility of the 
notified draft measure with Community law.20 

UKE had adopted its draft decision based on concern that TP would selectively degrade traffic 
arriving via third-party transit providers in order to force transit customers to purchase more expensive 
services directly from TP.  The Commission noted that the two markets that UKE had identified, peering 
with TP and transit for exchange with TP, were not included in the list of markets identified as susceptible 
to ex ante regulation in the Annex to the Recommendation on relevant markets. The Commission was not 
convinced that UKE had met the three criteria for identifying markets not on the list. 

In particular, the Commission found evidence that peering and transit were effective substitutes and 
could therefore be classified as separate markets. The Commission noted that indirect interconnection 
appeared to be an effective alternative, and that only about 15% of the total exchange of Internet traffic in 
Poland transited TP. 

The Commission also expressed doubts that, even if the markets identified by UKE were separate, TP 
was capable of exercising significant market power in those markets. The Commission noted that TP had 
incentives to interconnect to meet its own needs for connectivity. The Commission also observed that TP’s 
prices for Internet transit were trending downward, which the Commission attributed to low entry barriers 
and competitive constraints. The Commission’s action is currently under appeal by UKE.21 In the 
announcement of the Commission’s decision, Digital Agenda Commissioner Neelie Kroes said: “The 
Commission fully shares the objectives of the Polish regulator in seeking competitive markets, but our 
assessment is that regulation of these particular markets for Internet traffic exchange services is not 
necessary to protect consumers or competition. If the market itself is able to provide for fair competition, 
don’t disturb it with unnecessary regulations.”22 

In the United States, the FCC has generally refrained from regulation of Internet interconnection. 
However, as a condition for FCC approval of a merger between AT&T and BellSouth in 2006, AT&T 
agreed to maintain, for a period of three years, at least as many settlement-free peering agreements with 
domestic operating entities within the United States as it had in effect at the time of the merger.23 Although 
this was a limited intervention in the Internet market, it is not clear what practical effect the condition had, 
and it has not been translated into any more general policy. 

Much discussion in the United States has focused on whether services such as broadband or VOIP 
should be categorised as “telecommunication” or “information” services.   The FCC has recently sought 
comment on whether  regulation should be applied to the exchange of voice traffic over IP interfaces, but 
has yet to take any action.24 

In Canada, the NRA, the Canadian Radio-television and Telecommunications Commission (CRTC), 
has recently adopted a number of new regulatory provisions with respect to network interconnection for 
voice services.25  The CRTC found that IP interconnection for voice traffic should continue to be carried 
out under bilateral commercial arrangements.  It also found it unnecessary to mandate a default tariff for IP 
voice network interconnection.  However, if a carrier is providing IP voice network interconnection to an 



DSTI/ICCP/CISP(2011)2/FINAL 

 24

affiliate, a division of its operations or an unrelated service provider, then it must provide similar 
arrangements with other carriers.  The carriers are to complete the negotiation process within six months of  
a request for interconnection.  Either party may request mediation by the CRTC staff, or apply to the 
CRTC for intervention if an arrangement is not concluded within the six-month period. 

Traditionally, TDM traffic has been exchanged locally, often in multiple locations close to local 
switching centres. Regulatory frameworks for TDM traffic have reflected this pattern, giving parties 
requesting interconnection from an incumbent the ability to choose the point of interconnection (“POIs”).26 

In contrast, Internet networks typically find it efficient to interconnect at a few common IXPs, and in the 
Internet model these are mutually determined through commercial agreement. This has occasionally led to 
disagreement between incumbents and entrants regarding the number of points of interconnection and how 
these should be determined.27 

In Canada, the CRTC recognised in its recent decision that it would be efficient for IP voice 
interconnection to be carried out over “significantly fewer” points of interconnection than currently exist 
under the TDM regime.  It estimated that two such points per province might be reasonable.  However, it 
declined to prescribe a set of POIs, leaving the determination of these points to negotiations between 
parties.28 

In Australia, where the government is making a large investment in a new National Broadband 
Network (NBN) the issue of the number of points of interconnection in the new network has had to be 
examined.  Larger players, such as Telstra and Optus, favour many points of interconnection, while smaller 
ISPs tend to favour fewer, more centralised points, which would minimize their overhead and transport 
costs.  The government therefore involved the independent regulator in this matter.29  In 1997 the 
Australian Competition and Consumer Commission required the incumbent Telstra to peer with three other 
large players—Optus, Ozemail, and Connect.com—thus creating what is sometimes referred to as “the 
gang of four.” The net result of this intervention is difficult to evaluate. It may have had the unintended 
effect of limiting opportunities for smaller players outside the group to pursue alternative arrangements. 
Since the policy was put in place, Optus, Ozemail, and Connect.com have all been acquired by foreign 
carriers.30 

It is also the case that regulations that are not explicitly intended to apply to Internet traffic exchange 
may have that effect. For example, restrictions on the ability to export certain data, such as customer 
profiles, intended to protect security and privacy, may also limit the development of Internet topology and 
the growth of Internet assets in some regions. Similarly, tax policies in each country toward broadband and 
Internet businesses are likely to affect the choice of the locations for investment in Internet assets. In the 
United States, for example, federal law prohibits taxation of Internet services. Some leaders have recently 
called for international agreements to restrict the ability of individual countries to compete on the basis of 
their tax policy.31 
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ONGOING DEVELOPMENT OF THE MARKET 

Just as the basic architecture of the Internet has proven to be remarkably adaptable, so too has the 
basic model of Internet traffic exchange. After a period of experimentation in the early 1990s, the model of 
peering and transit has converged to a stable framework that has been able to accommodate the Internet’s 
growth. 

The Internet itself is in a perpetual process of reinvention and transition. Traffic continues to grow 
exponentially. Large new investments are needed in backbone networks to support this growth. Operators 
of local access networks are also investing to transform the technology in their networks, provide faster 
access speeds, handle the increase in traffic, and offer new services; the roles and business models of all 
the players are evolving over time.  

All of these developments lead to adaptations in the model for Internet traffic exchange. In turn, 
ongoing developments in traffic exchange will influence business models and play a part in determining 
the terms of trade among the participants. The extent to which policy makers need to become involved in 
this circle of change depends, in part, on how virtuous it will be in the absence of intervention. So far, the 
market has produced excellent results without much intervention. How is this process of adaptation likely 
to play out in the future, and what challenges will it pose for policy? 

Adaptations of the Internet model 

Regional peering 

Liberalisation and the resulting growth in Internet activity in emerging economies have led to the 
development of regional networks with substantial volumes of traffic. With IXPs in more countries, there 
is less need for tromboning traffic to Europe or the United States, and a greater portion of traffic is 
exchanged within a region.32 These developments raise the possibility that, when a large regional network 
and a global backbone network engage in peering negotiation, their perceptions of the value of the 
relationship may differ. The regional network may have more traffic, and offer better connectivity, within 
the region than the global backbone. The global network may have worldwide connectivity that the 
regional entity does not, and thus it may be unwilling to accept the regional network as a peer for all 
traffic.  

One way to bridge this difference and find agreement is to treat the two types of traffic differently. In 
a regional peering agreement, traffic is exchanged only if bound for the region surrounding each IXP 
where the pair peer. As the regional network grows, it becomes able to peer with the global backbone 
network in more locations, potentially “collecting the whole set” if it grows to achieve geographic parity 
with the global backbone network. In cases where the benefits of direct interconnection outweigh the costs, 
this compromise allows competitors to realise some of the potential gains from trade.  On the other hand, it 
imposes inefficiencies in routing on both the participating carriers.  For more on regional peering, see 
Annex 2. 

Multilateral peering  

Historically, most peering has taken the form of a bilateral relationship between two networks, and the 
fine granularity of control this provides has been viewed as desirable. But the work of managing hundreds 
or thousands of such bilateral relationships creates cost and friction within large networks that are present 
at many IXPs, and the complexity of managing more than even a single one may prove a challenge for the 
smallest networks, those that have only just arrived at their first IXP. By joining a single multilateral 
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relationship with many peering partners present at an IXP rather than concluding bilateral agreements with 
each of the other parties, a network can reduce transaction costs. Among the most notable results of the 
PCH survey reported below are the large number of parties to some of these agreements and the resulting 
degree to which the number of relationships facilitated through multilateral agreements dwarfs the number 
embodied in bilateral agreements. 

Structural change in the Internet 

Share-shifting backbone carrier  

UUNET, the largest ISP of the 1990s, was acquired by Metropolitan Fiber Systems in 1996, which in 
turn was acquired by WorldCom, which itself merged with MCI in 1998, raising concerns that this 
concentration would have a dominant position on the Internet. By the time of the peak of this 
concentration, immediately before its 2002 bankruptcy, it was providing some sort of service to nearly 9% 
of the Internet, either directly or indirectly. By 2005, when Verizon purchased the remains, UUNET had 
deteriorated substantially, and even with Verizon’s careful husbanding of its investment Renesys estimates 
that the present-day network today ranks only eighth among backbone networks, behind carriers such as 
Telia and Tata, assuming that two recently announced mergers proceed as planned (Figure 5).33 Clearly, 
UUNET and its successors have not achieved the dominant position that was predicted in 1996. 

Figure 5: Global share of IPv4 addresses routed by each backbone carrier after proposed mergers. 

 

Source: Renesys 

In April 2011, Level 3 announced plans to acquire Global Crossing.34 By most measures, these are 
today the two largest backbone carriers. Two weeks later, a merger of Qwest and Savvis was announced. 
These announcements have renewed concerns about concentration at the core of the Internet. Renesys has 
estimated that the products of these mergers, which they have dubbed “Level Crossing” and “Quavvis,” 
would rank first and third, respectively, among backbone carriers. Although at first glance this might raise 
concern, the experience of UUNET indicates that nothing remains the same in this space for long. Indeed, 
within these rankings Sprint was until recently number two, having been overtaken in late 2010 by Global 
Crossing, and since then by NTT. Further, as noted earlier, the relative market share of the backbone 
carriers as a group has been falling over the past decade.35 

There are several reasons for this evolution in market structure. The backbone carriers’ market 
strategy sought to monetise the value their networks created, but in the process they sacrificed growth in 
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comparison to smaller networks pursuing other strategies. Smaller networks began in the 1990s to peer 
more aggressively among themselves—so called “donut peering”—to minimise their transit costs and 
improve quality of service, and thereby reduced their reliance on the large, legacy carriers. The geographic 
expansion of the Internet, and the growth of IXPs around the world, further reduced the role of the global 
backbones. The growth of CDNs created alternatives to transit for the delivery of traffic. Finally, some of 
the backbone carriers have given greater priority to expanding other aspects of their businesses, such as 
providing enterprise solutions to global business clients and entering the CDN market, and perhaps less 
priority to transit as the source of their growth. 

Growth of CDNs  

Over the past decade the topology and market structure of the Internet have changed significantly as a 
new category of networks has reached maturity. These content delivery networks (CDNs) serve as 
aggregators of content, systems for delivery of traffic directly to the terminating network, and providers of 
quality-enhancing inputs, such as caching of content close to the end user. Like any other network, CDNs 
often seek to enter into their own peering agreements.36 Local caching also reduces the volume of traffic 
that needs to be delivered to the terminating network. But cost is not the only driver of the growth of 
CDNs. Providers of online services, such as the BBC, Google, Netflix, and Hulu, seek to improve the 
quality of the experience they provide to their customers. More direct delivery, fewer intermediate hops, 
and local caching reduce latency and improve the quality of service. 

This market segment has grown rapidly. A 2009 study by Atlas Internet Observatory estimated that 
the top five “pure play” CDNs—LimeLight, Akamai, Panther, BitGravity, and Highwinds—represented 
close to 10% of Internet traffic.37 Akamai’s revenues have quadrupled in the past five years.38 This function 
is not, however, performed solely by stand-alone players. Online service providers purchase inputs from 
CDNs, but in many cases they also self-supply. Google, for example, carried about 6% of Internet traffic in 
2009, according to Atlas. A substantial part of this is generated by YouTube, which Google owns. Google 
and Comcast, neither of which appeared on Atlas’s list of the top ten Internet networks by volume in 2007, 
just two years later had risen to number three and number six on that list, respectively.39 Backbone 
networks themselves have expanded their businesses to provide CDN services. Level 3, for example, has 
been building its participation in this market and recently entered into an agreement to provide CDN 
services to Netflix. Indeed, some analysts have speculated that an important consideration in Level 3’s 
decision to acquire Global Crossing was the latter’s CDN business, and TATA’s acquisition of BitGravity 
serves the same function. 

Share-shifting services 

For decades, circuit-switched voice service was the primary offering of the world’s 
telecommunication networks, accounting for most of their usage and revenue. Today, voice traffic 
accounts for only a microscopic share of the bandwidth exchanged among networks worldwide. This is 
true in part because voice is a low-bandwidth application and also because voice plays a much smaller role 
in the mix of services that people consume. Further, a substantial portion of voice traffic is already 
exchanged over IP. For all these reasons, the transition of global traffic exchange from TDM to packet 
switching is already largely complete. Nevertheless, legacy TDM pricing models and regulatory 
frameworks remain, so the exchange of TDM voice traffic still accounts for a proportion of carriers’ 
revenues that is far greater than the share of traffic or costs it represents. 

As consumers and firms make use of a wider array of services, voice is less prevalent in 
communication than it once was. Sequential age cohorts have embraced, first, voice, then email, short-
messaging services (e.g., SMS and Twitter), and social media sites (e.g. Facebook), and more recently 
video as their preferred means of communication. In 2010, average mobile voice usage per customer in the 
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United States, which had grown rapidly over the past decade and is today the highest in the world, declined 
slightly for the first time on record. As with Internet bandwidth trends, this follows the lead of Japan, 
which experienced its peak voice-minutes use some ten years earlier. Meanwhile, according to Nielsen, the 
average teenager in the United States between the ages of 13 and 17 sent or received 3 339 texts per month 
in 2010—more than six for every waking hour (for teenage girls, the average is 4 050).40 Voice calling 
declined across all age groups, but the drop was particularly steep for teenagers, at 14% in one year (2Q 
2009 to 2Q 2010). Those customers who continue to use voice services are often willing to accept limited 
voice quality in order to obtain better mobility, lower price, or features such as follow-me services. 

More broadly, the mix of services transmitted over the Internet has shifted significantly. Among the 
top ten global applications (by percentage of Internet traffic) identified by Atlas, video was the fastest 
growing between 2007 and 2009. The share of traffic related to peer-to-peer (P2P) applications, the 
category that had raised the most concern about straining Internet capacity, declined the most.41 Part of this 
decline is due to changes in consumer behaviour as streaming and direct downloading of content become 
more popular. Part is attributable to improved P2P software and more efficient algorithms for minimizing 
the load that P2P presents to networks. For example, a voluntary industry coalition called P4P, which 
includes both network operators and P2P application providers, has developed a cooperative method for 
sharing routing information to allow P2P applications to identify the least costly location from which to 
retrieve any requested file.42 Part of the decline is also the result of changes in legal requirements in many 
countries, and part reflects efforts of P2P providers to make their services less readily observable. Atlas 
found, for example, that the portion of traffic associated with P2P was only 0.85% in 2009 using their 
customary methods, though it believes the true figure is closer to 18%.43 

The most rapidly growing categories of service on the Internet are video services and web or cloud 
applications that move content and software from the local desktop into datacenters. Users are increasingly 
obtaining video and other media through streaming or direct download, in preference to P2P applications. 
The annual survey published by Sandvine, an Internet traffic measurement company, suggests that, in 
North America, 45.7% of the downstream traffic on fixed networks is generated by what they categorise as 
Real-Time Entertainment (online video).  The largest single contributor to this is Netflix, which by itself 
accounts for more than 20% of downstream traffic during peak hours (8 to 10 pm.)  The growth of these 
services is mirrored by the growth of CDNs, since each has driven the other.  However, P2P is still the 
largest driver of upstream traffic on North American fixed networks, accounting for 53.3% of total bytes in 
Sandvine’s results.44 

As the mix of services has shifted, and as those services as well as CDN functions have been supplied 
by different entities, the distinctions between backbone networks, access networks, and media companies 
have blurred. For example, Comcast’s role in this universe has changed substantially in a short time. In 
2007 it was primarily a local cable operator, lacking its own backbone facilities, mainly focused on 
residential video and broadband services and highly dependent on upstream transit suppliers. By 2009 it 
had become a major provider of voice services, a net exporter of traffic, the sixth largest network by traffic 
volume, and the largest user of IPv6 addresses on the Internet.45 

Investment in access networks 

Operators of local access networks around the world must invest substantially to keep up with the 
growth of traffic, to provide consumers and businesses with higher-speed broadband connections, and to 
develop new sources of revenue as older services, such as fixed-line rentals, decline.46 Some must also 
satisfy the expectations of policy makers for infrastructure development to meet national goals. 

Access networks around the world are upgrading their infrastructure and technology. For mobile 
networks this means fourth-generation standards like LTE; for wireline networks, faster local access 
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technology such as fibre. Accommodating more traffic also means additional fibre backhaul facilities and 
greater connectivity to the Internet.  

Both fixed and mobile networks are planning their transition paths around a set of industry standards 
called IP Multimedia Subsystem (IMS), originally developed to facilitate multimedia services over 3G 
mobile networks. In part, IMS is a platform that will allow operators of access networks, and their 
suppliers, to provide advanced, integrated services in competition with services provided by online service 
integrators. IMS provides a standard to which future equipment can be built, with standard interfaces that 
allow equipment from different suppliers to interoperate.47 

As broadband subscription has increased over the past decade, this extensive growth generated 
additional revenues in subscription fees, even if some revenue was lost as legacy services declined. Now, 
however, as the rate of subscription growth tapers off, increased usage per broadband subscriber does not 
automatically generate additional revenue. Access network operators are challenged to develop business 
models that allow them to invest economically. One component of such a model is the provision of 
integrated, proprietary services such as video, games, integration between wired and wireless services, and 
quality-enhancing features. Competition between the IMS platform and service provision over the Internet 
is potentially beneficial, so long as it can take place within a reasonably competitive framework. Policy 
makers may have reasonable concerns about whether IMS architecture allows operators to affect this 
competition adversely. The new business model might also include new, more flexible pricing of 
broadband services to take account of the wide range of usage demands that different customers place on 
the system. 

In several OECD countries, governments are now making significant investments in new, publicly 
owned, broadband facilities.  While these investments have furthered national objectives in augmenting 
broadband capabilities, this “de-privatisation” may create the potential for tension with the principles that 
have guided liberalization.  Privatisation has been an important element of liberalisation, in order to avoid 
possible conflicts between government as policy maker and government as network operator.  By re-
introducing government in the role of network operator, these investments may recreate the potential for 
the kinds of conflicts liberalisation intended to avoid. 
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NEW MODELS FOR POLICY 

The Internet environment is in constant transition, with the roles and relationships among its 
participants never remaining the same for long. As the transition from TDM to the Internet model 
continues, what mix of policies can OECD governments choose to promote the best possible market 
outcome? This section reviews some areas of concern and possible directions for policy. 

Establishing a bright line 

The application of the legacy regulatory framework to Internet traffic exchange is likely to cause 
significant harm to the development of the Internet. For this reason, while they retain the ability to  impose 
regulation if necessary to address significant market failure, regulators should set a very high threshold to 
justify any interference in this market.48 Still, the exchange of traffic on a TDM basis will continue to 
decline for years to come. Each network should be able to plan the transition away from TDM on its own 
schedule. Since many networks will exchange both TDM and IP traffic for the foreseeable future, the most 
reasonable course of action for a regulator is probably to make clear that exchange of traffic over an IP 
interface will continue to be carried out on the basis of voluntary commercial agreements without 
regulation (as long as the very high threshold is not met). At the same time, any market participant with 
standing to request a TDM interface from another provider would continue to have that right, within the 
existing regulatory framework.  

This approach would draw a “bright line” between the two policy models and establish clear 
expectations among market participants. Leaving the TDM framework in place would provide an 
alternative means for interconnecting voice traffic for any carrier that wishes to take advantage of it. It 
would allow each carrier to choose the time path for its own transition. Rather than establish a time frame 
for phasing out existing TDM obligations, the regulator can simply let them transition away as TDM 
interfaces themselves do. 

One possible effect of this approach is that networks that benefit the most from the current 
arrangements for TDM traffic may seek to slow the transition from TDM to IP interfaces. Ultimately, 
though, as its IP data traffic grows, each network will need to negotiate agreements for the connectivity 
necessary to carry that traffic. The desire to reduce its own costs, and the possibility of obtaining better 
terms from other networks, will over time create countervailing incentives to eliminate TDM interfaces. 
Further, reform of TDM inter-carrier charges would help to minimize the incentive to slow the transition. 

It should be emphasised here that regulation of the exchange of traffic, which is the subject of this 
discussion, is not the same as policy designed to open markets and assure access to facilities for the 
purpose of providing competitive services. 

The question of voice  

Some observers who agree that interconnection obligations should not apply to the Internet still raise 
concerns that, for voice service alone, some regulation may be required.49 For VoIP services routed to a 
telephone number, the concern is that the terminating access network is ultimately the only one that can 
complete the call; hence the possibility that some terminating monopoly power may persist, since the 
routing flexibility discussed earlier would be constrained. 

Certainly this argument does not apply to traffic exchanged over standard IP interfaces, without the 
use of a telephone number for routing. Further, the risk of recreating the current TDM pricing regime in the 
Internet should give regulatory authorities reason for extreme caution. Therefore, the most reasonable 
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balance may be to adopt a series of policy measures that fall short of regulating interconnection but 
monitor the development of the market, with the possibility of applying remedies should they become 
necessary. 

For example, if the traditional TDM regulatory model is maintained as discussed above, then a voice 
provider that dislikes the terms offered for an IP exchange of voice traffic can simply demand TDM 
interfaces for that traffic.50 This solution is well proven; it is the way most VoIP traffic terminates to the 
PSTN today, and in most cases the necessary arrangements already exist (Box 1). Though the cost of 
converting traffic to TDM in order to present it to another carrier is not zero, it is not large enough to 
confer a significant advantage to the incumbent’s own voice service. The inter-carrier charges that apply to 
this exchange may be more significant, depending on the level of the charges and the balance of traffic. 
Again, reform of existing TDM charges would mitigate that concern. 

Box 1: Voice over IP and “VoIP Peering” 
When VoIP calls are sent and received from computer to computer, without the use of a telephone number, the traffic 
generated by those calls is routed and exchanged in the same manner as any other Internet traffic. VoIP gateways 
such as Vonage, Jajah, SkypeOut, and Google Talk give the VoIP user the ability to call PSTN subscribers using their 
telephone numbers. In this case, the traffic is routed to an access network that hosts the recipient, either by the VoIP 
provider or an intermediary, and converted to TDM prior to delivery to the called party. TDM inter-carrier charges may 
apply to this exchange. 

Some VoIP services also provide the VoIP customer with a telephone number, so that calls can be received from the 
PSTN or from another VoIP customer who dials the recipient’s telephone number. In many cases, such calls are 
routed through the PSTN, because the PSTN is equipped to identify the correct routing for the call based on the 
telephone number. This may involve two conversions, from IP to TDM and back, or it may be entirely VoIP, but it 
always requires the payment of inter-carrier charges. 

It is more efficient for the call to be routed directly to the terminating VoIP provider over the Internet exclusively. To do 
this, the originating carrier must be able to translate the telephone number into an IP address it knows how to reach. 
Similar database lookups have been used to route 800 calls and to provide number portability. But industry standards 
must be established, investments made, and arrangements put in place for such a system to work. 

The ENUM standard, developed by the Internet Engineering Task Force (IETF) as a means of associating telephone 
numbers and IP addresses, was put into effect in 2000.51 It was originally intended as a public capability that could be 
accessed by any Internet participant. In practice, however, implementation efforts have been constrained to produce 
arrangements in which only one carrier—the one through which the number has been assigned—is able to terminate a 
call. 

Several industry groups have worked to develop frameworks for additional terms of reference for VoIP peering, but 
none has yet been widely adopted, since VoIP is just another application riding over the top of the layer 3 IP traffic, and 
peering negotiators are loath to introduce special terms or exceptions where this would require renegotiation, possibly 
to their detriment, of many agreements. Further, there is a fine line between industry standard-setting efforts and 
co-ordination to establish approaches for inter-carrier charges for the delivery of VoIP traffic.52 The former is a 
necessary function in the further development of VoIP services; the latter may warrant careful monitoring. 

It may also be possible for government to promote the development of efficient peering arrangements 
to facilitate the exchange of VoIP traffic  The terminating carrier’s ability to exercise control over voice 
termination exists only to the extent that no other provider can route calls directly to that number. 
Therefore, policies to promote the development of ENUM solutions that are not carrier-based, but are 
available to any voice provider, would help to alleviate the need to regulate the exchange of VoIP traffic. 
Similarly, competition law measures to discourage any joint efforts to administer pricing would help to 
minimize the risk posed by any terminating market power.  

Finally, the existence of intermediaries who maintain interconnection arrangements with the 
incumbent could also mitigate the risk of anticompetitive behaviour toward smaller players. In the United 
States, the FCC has found that rural incumbents must accept traffic presented to them by other carriers, 
regardless of whether the traffic originates from a VoIP provider. 
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Once direct regulation of the exchange of VoIP traffic is adopted, it is likely to become permanent, 
even after the concerns that motivated it have vanished. Such regulation has the potential to do substantial 
harm, so regulators will be wise to exhaust all available alternatives before considering such action. 

Reform of TDM interconnection 

Several OECD countries have undertaken efforts to reform their existing frameworks for the exchange 
of TDM traffic, with a view toward moderating the level of inter-carrier charges and, in some cases, 
rationalising their structure. In the United States, the FCC adopted in October 2011 significant reforms for 
TDM inter-carrier compensation, as well as a related  reforms to its universal service fund.53 In Europe, 
regulators have established a glide path for a downward transition of mobile termination rates. In Mexico, 
recent court decisions have moved the regulator’s efforts forward to establish rules for interconnection 
with Mexico’s largest mobile carrier.54 

Given the continued decline in TDM voice traffic, seeking a theoretically perfect framework for TDM 
charges may not be a good use of resources. But where some charges are relatively high, or where an 
inconsistent application of charges distorts incentives, action by regulators to moderate these disparities 
could help to reduce artificial incentives for carriers to preserve TDM arrangements when VoIP exchanges 
might be more efficient. 

Allowing for disagreement  

For a commercial agreement to be voluntary, parties to it must be able to decline or terminate it. The 
ability of each participant to do this is the fundamental source of the market discipline that guards against 
unreasonable behaviour such as selling transit to cybercriminals, or permitting excessive levels of spam or 
malware. Unfortunately, de-peering or the threat of de-peering may also be used as a lever to attempt to 
compel commercial behaviour. 

When there is disagreement between commercial parties, there is an incentive for one or the other to 
seek intervention by regulatory authorities. Any real possibility of such intervention will overhang 
commercial negotiations. In 2005, for example, Level 3 notified Cogent of its intent to end their peering 
agreement. When the notice period specified in the contract expired, Level 3 terminated the arrangement. 
Because many of Cogent’s customers had no alternative path to Level 3, their access to the subset of Level 
3’s customers who were single-homed was cut off. In the United States, Cogent made appeals to the FCC 
and Congress for intervention. Eventually a new agreement was reached. It is not clear to what extent the 
new terms reflected only commercial considerations and to what extent they were influenced by the 
visibility of being fought out in the press and in front of potential regulators.55  

It is clear that a form of implicit regulation can be applied by allowing market participants to believe 
that intervention is possible. In a few cases, such as in an emerging economy where the market is not well 
established and the incumbent has a protected position, a certain amount of informal discussion may be 
beneficial. In well-functioning Internet markets, though, allowing the possibility of intervention to 
influence parties’ negotiating positions runs the risk of distorting the outcome in ways that are not 
beneficial. For this reason, it may be advisable for the regulator, having drawn a bright line, to stick to it 
with a certain amount of clarity. To be sure, there must be some limit to the amount of disruption a private 
dispute can be allowed to cause, just as there is with a labour dispute, for example. But if this range of 
outcomes is too narrow, or applied inconsistently, it will have negative consequences for the market. 

Pricing models to support future investment 

Some analysts have suggested that the current model of Internet traffic exchange does not provide 
sufficient revenue for access networks to fund the investments needed to build high-speed local broadband 
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networks. It is also argued that the model does not give online service providers the correct market 
incentives to optimise their use of network resources. 

The Internet includes many platforms which intermediate among different economic actors.  These 
include networks such as Level 3 or Telefonica, as well as content, service, and application aggregators 
such as Google, itunes, or Netflix.  Platforms of this kind are sometimes referred to as creating “two-sided 
markets” in which revenue might be derived from entities on either “side” of the platform.  Other examples 
include newspapers and magazines, credit card networks, gaming platforms such as Nintendo or X-Box, 
and operating systems such as Microsoft Windows.56  For example, a magazine might derive revenue from 
readers, through sales or subscriptions, or from advertisers, or some combination of both.  Google obtains 
most of its revenue from advertising, and relatively little from users.  Much work has been done in recent 
years to examine network pricing and net neutrality issues within the framework of two-sided markets.57   

One allegation is that, when CDNs establish peering arrangements with local access networks, they 
deprive them of transit revenue.58 This may be true, although it is equally true that such a peering 
arrangement saves the access network from paying transit charges to receive the content the CDN wishes 
to deliver, and the CDN could just as easily claim that the access network was depriving it of transit 
revenue. The level of countervailing market power held by the CDN (or its client) is difficult to judge, but 
the fundamental point is that the agreement is voluntary, so, complaints notwithstanding, the access 
network agrees to peer only if it is made better off doing so. The CDN saves money on transit, but it also 
brings real resources into the system in the form of transport facilities, caching, and other inputs. Certainly 
the development of CDNs has displaced some existing transit revenues, but that is competition at work, 
and directly benefits the consumer. Ultimately, CDNs are just more networks, like backbone and access 
providers; although there are clearly defined categorical differences between different kinds of networks, 
they are orthogonal to the business models they choose to employ. Whether a network hosts more content, 
or more users, does not affect its need, or the legitimacy of its need, for peering and transit. 

The authors of a recent AT Kearney study offer four pricing models that might, in their view, offer the 
operator of an access network the opportunity to maintain a sustainable business model while making 
investments necessary to cope with Internet traffic growth.59 

One option is for the access network owner to adopt a range of pricing models, perhaps, as already 
occurs in several countries, incorporating variable usage pricing or a series of nonlinear offers to 
accommodate different levels of demand. This appears to be a reasonable approach—subject, of course, to 
the presence of sufficient competition to constrain rates to be reasonable and to the normal application of 
competition law. 

A second option is to introduce what are termed “traffic-dependent charges for all traffic”. It is 
presumed that this termination charge would be uniformly applied to all interconnecting carriers and to all 
traffic.   While there is nothing in the economics of two-sided networks to preclude the payment of fees by 
interconnecting entities on the basis of voluntary agreements, the imposition of a non-voluntary, mandatory 
charge across all networks raises many concerns. This would require enforcement, either by the 
government or by a coalition of the access networks. This model appears to resurrect the legacy pricing 
methods of the past and to apply them to the Internet. In addition to raising costs for all interconnecting 
networks and their users, it would deprive the Internet of the ability to pursue the kind of evolution and 
discovery of new models discussed elsewhere in this report. Providing adequate investment for new 
networks is a worthwhile objective, but those networks should have to earn their revenue by providing 
value businesses, consumers, or interconnecting networks are willing to pay for. Governments should not 
support this approach, and they should prevent any collusive action to impose such a system. 



DSTI/ICCP/CISP(2011)2/FINAL 

 34

A third option is to implement Quality of Service (QoS) over the public Internet. This would involve 
an end-to-end co-ordination of QoS across all, or at least a critical mass, of networks across the entire 
Internet. The possibility of this “inter-provider QoS” has been discussed for many years but has failed each 
time implementation has been attempted, so it seems unlikely that the necessary coordination could be 
brought about now. Further, for revenue from this approach to reach the terminating carrier, a cascading 
system of charges is envisioned, which again sounds dangerously close to a legacy settlement system. Even 
if such a system could be created, it would impose tremendous costs, and it is doubtful that it could 
promote the kind of experimentation and evolution that have made the Internet so efficient. 

The final option is that access networks could offer enhanced-quality services based on voluntary 
commercial agreements. It appears that this idea could be combined with the first option. In effect, this 
proposal is simply for the access network to become a CDN and offer services in competition with 
Akamai, just as other networks have done. These services could take the form of caching within the access 
network or provision of direct transport arrangements to online service providers. This option appears to be 
workable, provided that all agreements are voluntary, that competitive conditions are maintained, and that 
competition law enforcement is available if anticompetitive behaviour should develop. In fact, it appears 
that this option is being exercised by a range of networks today, though we have limited information about 
the details of these agreements or how they were negotiated..It is not clear how much demand there is for 
quality of service enhancements, and in what form. As noted above, most voice users seem to be willing to 
accept the level of quality that best-effort VoIP services provide today. One-way video services are not 
particularly sensitive to latency, although other factors may be important. As memory has become less 
expensive, more video content is cached close to the customer, who is unaffected by quality issues in the 
transmission between the content provider and the cache.60 It is therefore uncertain how much additional 
revenue this line of business could generate to improve the business case for future investment.  

Nonetheless, there is no obvious reason additional access networks should not be able to implement 
CDN technologies, just as many other networks have done. 

Traffic exchange and network neutrality 

Just as convergence is creating a collision between the TDM and Internet exchange models, so too is 
it likely to create a juxtaposition between the debate on network neutrality and the development of the 
Internet market. Network neutrality is, in effect, about the terms under which content is passed from one 
network to another.61 As the structure of the Internet market changes, and new dimensions are added to 
peering agreements, the model of bilateral (or multilateral) agreements on which the Internet is based may 
be the vehicle through which important aspects of this question are answered. 

The growth of CDNs has already created a market in which quality-enhancing resources are 
exchanged, using the same basic model of commercial agreement that has always been the basis for the 
Internet. One question is whether any particular group of networks should be excluded from participating 
in this market, such as local broadband access providers. It is not clear why any such restriction should 
apply. 

In December 2010, a dispute arose between Level 3 and Comcast.62 These two companies had an 
existing peering agreement. Comcast, in turn, had already established agreements with other CDNs, 
including Akamai, which involved some payment to Comcast.63 Level 3 then entered into an agreement to 
provide CDN services to Netflix, delivering Netflix’s video content. This would result in Level 3 
delivering a much greater volume of outbound traffic toward Comcast than it had previously done; nearly a 
quarter of all households in the United States stream video from Netflix, and Netflix has 61% market share, 
compared to 8% for Comcast’s own competing service.64 This would oblige Comcast to build additional 
capacity to carry the traffic to Comcast’s customers. 
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After first agreeing to continue to honour the existing peering agreement, Comcast then demanded 
that Level 3 purchase transit for the Netflix portion of the traffic it exchanged with Comcast. The other 
traffic between Comcast and Level 3 would remain under the terms of the peering agreement. Note that in 
some ways this would be similar to a regional peering agreement, except that in this case the distinction 
between the two groups of traffic would be based on one of the endpoints of the traffic rather than on 
geography. 

Like the dispute between Cogent and Level 3 in 2005, this one was fought in the press and before the 
FCC.65 Level 3 argued that Comcast’s position was a violation of network neutrality and covered by the 
FCC’s recently adopted policy on that subject. Comcast maintained that the dispute was simply a 
negotiation over a peering agreement. Level 3 in this case was on the other side of the dispute, compared 
with the 2005 case. Previously, it had defended its right to de-peer Cogent; now it was the one being de-
peered. 

In February 2011, in response to a question at a congressional hearing, the chairman of the FCC, Mr. 
Genachowski, expressed the view that the FCC’s recent order on network neutrality was focused on 
protecting broadband consumers, not on peering disputes. The network neutrality rules “don’t change 
anything with existing peering agreements,” he said.66 Though his answer is not a formal statement of 
policy, it appears to indicate that the FCC does not intend to intervene in this dispute.67 

This leaves the two parties to negotiate. Without presuming the outcome, it seems that both sides have 
something to gain from an agreement. Comcast would receive the video anyway, in the absence of an 
agreement with Level 3, but would likely have to pay transit to receive it. Level 3 may have made quality 
commitments to Netflix that it could fulfill only by delivering the video traffic to Comcast. 

More broadly, although the FCC may not consider its network neutrality policy to apply to peering 
agreements, the market for peering agreements may be in the process of addressing at least some of the 
concerns raised in the debate. As agreements among online service and content providers, CDNs, and 
access networks are negotiated, a balance is being struck on the extent to which quality-enhancing 
resources will be brought to bear, who will provide those resources, and on what terms. The best course for 
regulators at this point may be to monitor and observe this process, as the FCC appears to be doing. It is 
not clear how intervention in favour of content providers, or access networks (or CDNs, for that matter), 
would improve the outcome. 

Given the rapid growth of CDNs over the past few years, there is no market evidence that access 
providers have been able to prevent the delivery of services on this basis or to extract unreasonable terms. 
On the contrary, some observers, noting the concentration of large online service providers, have wondered 
whether their countervailing market position may be too strong.68 In many cases, parties have agreed to 
exchange traffic between CDNs and access networks on a peering basis. Where payment has been made, it 
has evidently not been large enough to slow the growth of the CDN segment. Remembering that transit 
payments on the Internet are very small compared to traditional inter-carrier charges, it appears unlikely 
that any amount a CDN might agree to pay would materially affect the competition between online video 
services and the proprietary services of the access network. If a distortion of this kind should develop, 
intervention can be considered where necessary. At present, it appears that voluntary agreements between 
CDNs and other parties have helped to reduce costs and improve the quality of online content delivery. 
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REGIONAL SURVEY 

The state of development of the Internet economy differs greatly by region. As a general matter, over 
the past five years the Internet has expanded geographically, bringing more Internet assets and better 
service to many markets around the world and supporting the dramatic growth of broadband subscription 
in emerging economies. However, significant differences in results remain. Some of these differences are 
due to features such as population density, geographic features, or language commonalities. Others have 
historically been thought of as following general trends in economic development, though the success of 
wireless mobile penetration has discounted this view. Telecommunications services are midway up the 
hierarchy of needs; education, clean water, and the like are necessarily a higher priority—though it is 
difficult to make progress in these areas without improving communication availability. Many other 
factors, however, are the effects of the regulatory environment. In nearly every region of the world, 
regulatory decisions constrain Internet development far more than technology, geography, economy, or 
demand. These regulatory decisions are rarely intended to benefit Internet users; they are nearly always 
defined by other communities of interest, at the expense of Internet users. In this section, the state of 
Internet development in each of a set of loosely defined regions of commonality is addressed, with 
considerations of production (IXPs), distribution (ISPs), and aspects of policy or regional constraints where 
relevant to IXP and Internet development.  

Africa 

Networking in Africa tends to radiate out from the hubs of greater affluence or regulatory liberality 
that exist in South Africa, Egypt, and the East African Community. Central Africa has few resources and 
little attention to turn to networking, being more immediately concerned with matters closer to basic needs. 
North Africa has the natural advantage of being adjacent to the fiber-filled Mediterranean but, with the 
shining exception of Egypt, this has been counteracted by the disadvantage of regulatory protected 
incumbent monopolies and conservative governmental policy. The largest and most prosperous of the West 
African countries, Nigeria and Ghana, have active Internet markets, and Nigeria has even had IXPs for 
some years, but they do not thrive to the degree that their population and spending power would predict. 
This is largely due to governmental policies that do not always provide confidence for investment and 
promote competition, including in areas such as undersea cables. 

Egypt, despite a brief interruption of Internet service during its January 2011 revolution, has long been one 
of the bright spots on the African Internet map. Egypt was the first Arab League country to build an IXP, 
ten years ago, and it was also among the first African countries to host root and top-level domain 
nameservers, making itself more resilient to connectivity failures. It now has a second IXP and active 
competition at all levels of the ISP market. Egypt’s regulatory and communications ministry have long 
been among the most active in promoting technical initiatives, in large part because of their active 
exchange of staff and know-how with the ISP community, the Library of Alexandria, and the Regional 
Internet Registries. The Egyptian Ministry of Communications and Information Technology was among 
the leaders of the very successful effort to introduce Arabic script to the domain name system, and it also 
hosts the disaster-recovery site for AfriNIC, the African Regional Internet Registry. The Library of 
Alexandria deserves special mention, as the single largest consumer of Internet bandwidth in Africa. The 
Bibliotheca Alexandrina, or Maktabat al-Iskandariyah, is a modern twenty-first-century library, built on the 
site of the Ptolemaic ancient library and centered on the notion that knowledge should be shared; it has vast 
electronic collections, most of which are freely copyable. It is the first library to harness the strength of 
Internet-based information sharing, in a way that is understood intuitively by a generation that has grown 
up with peer-to-peer file sharing. It is trilingual, with collections in Arabic, French, and English, and it is 
one of the three sites of the Internet Archive. 
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South Africa, after an uneven period of transition — during which preference was given to monopoly 
provision of services which considerably hampered development of Internet access — has managed a 
return to its status as the largest Internet market on the African continent, though it may lose that title to the 
more populous Nigeria in time. Nonetheless, competitive ISPs persevered, building an IXP early, in 
Johannesburg in 1996, and maintaining it despite many obstacles. One of those ISPs, Internet Solutions, 
was the first African network of any kind to grow to international backbone carrier status, establishing 
routing hubs in London, New York, and Hong Kong, China and participating actively in international 
Internet governance processes. The Cape Town IXP was one of the first and most dramatic failures of an 
IXP, ten years ago, but was successfully resurrected in 2009. The only African country with more than two 
active IXPs, South Africa also has an exchange in Grahamstown and will shortly have a fourth in Durban. 

The member states of the East African Community—Kenya, Uganda, Tanzania, Rwanda, and 
Burundi—have successfully acted together to aggregate Internet traffic and commercial opportunities, 
despite their relatively sparsely distributed populations. All five countries have IXPs (the state of the 
Burundi exchange is unknown to the authors), and Kenya and Tanzania each have two. Kenya, Tanzania, 
and Uganda have active cross-border competition, which should serve as a springboard for some of their 
ISPs to make the leap into intercontinental backbone network status. All were hampered by a lack of 
international fibre connectivity until recently, when three cable systems, SEACOM, TEAMS, and EASSy, 
arrived virtually simultaneously in 2010, providing both redundancy and competition. An unfortunate 
limitation of the new cable systems is that they “T” into major east-west cable systems in the Gulf of Aden 
and the Red Sea, but costs remain high for East African carriers to reach Europe and Asia on those other 
cable systems. 

Mauritius also deserves mention, as the host of AfriNIC and several other African Internet governance 
institutions. Despite being the corporate home of the SEACOM East African cable system, Mauritius has 
been bypassed by this and the other two new cable systems, leaving its competitive situation unimproved, 
since its domestic incumbent was sold, in much the same way South Africa’s was, to a foreign carrier that 
maintains monopoly hold on both of the prior cable systems that land there, SAT-3 and SAFE. 

Latin America 

The growth of the Internet market in Latin America in the past five years has been dramatic, led by 
the success of a long-term programme of new exchange point development by “Comitê Gestor da Internet 
no Brasil” (CGI), the Brazilian Internet Steering Committee, a public-private partnership funded in large 
measure by revenue from domain name registrations within the .BR country-code top-level domain. 
Between 2006 and 2011, Brazil has grown from four IXPs to nineteen, maintaining their position of 
leadership in the region; in addition to having the region’s largest exchange, in São Paulo, Brazil has 
hosted more than half of Latin America’s IXPs for most of the history of the Internet’s expansion in the 
region. Brazil’s success has been a product of several factors coinciding: the CGI takes the long view, with 
a consistent programme of economic development, rather than short-term one-off projects. Their IXPs are 
among only a handful in the world that are the product of a considered and intentional economic model. 
Before beginning, they made a careful investigation of CityLink, the New Zealand IXP system, and of the 
SeattleIX, including site visits, observation of the annual governance meeting, and interviews with the 
founders, board of directors, and Internet exchange participants. This feedback loop has continued to the 
present day, with CGI management staff and board members actively investigating the successes and 
failure of other IXPs and participating in the international IXP operations community. 

Argentina’s Cámara Argentina de Internet (CABASE), the Argentine Internet services industry 
association, an entirely private-sector organization, founded the first IXP in Latin America, in Buenos 
Aires in 1998, and has recently been inspired to further growth by the example of its Brazilian neighbuor, 
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South America had relatively few IXPs and dominant incumbents fought intense peering battles, 
international connectivity, principally to Miami, seemed scarce. Now that South American IXPs are 
burgeoning and peering is more common, the fibre that was being used to trombone domestic traffic 
through Miami has been freed up for actual international traffic, and continuous construction of new fibre 
systems and upgrades of existing ones have made international connectivity from South America to North 
America and Europe relatively plentiful. 

The Caribbean 

The pace of growth in the Caribbean has increased sharply over the past five years as these island 
nations liberalised their markets, extracting themselves from long-held monopolies. The creation of a 
competitive undersea carrier in Columbus Communications, which acquired the ARCOS-1 ring in 2006, 
and the formation of IXPs in Puerto Rico, Haiti, Curaçao, St Maarten, Grenada, the Dominican Republic, 
and the British Virgin Islands have been major drivers in this increased growth, as have the efforts of the 
reinvigorated Caribbean Telecommunications Union, which has been conducting a continuous travelling 
“ICT Roadshow” for the past two years, promoting telecommunications self-sufficiency and local 
production in each of the countries of the region. Initiatives such as these have aided governments and 
regulators in understanding the nexus of routing economics and regulatory policy. It has also resulted in 
governments taking a more informed and active role in development of the industry.  

The region has suffered several major natural disasters during the past five years, which have 
hampered domestic investment in telecommunications infrastructure, but in general the Caribbean is 
making efficient use of scarce resources to improve a market that faces significant hurdles due to low 
population density, low per-capita income, and the high expense of having to lay undersea, rather than 
terrestrial, long-haul cable. It does have the natural advantage of lying on the path between the two much 
larger markets of South America and the east coast of the United States. Efforts to form IXPs have begun 
in most countries in the region, and many of these are likely to come to fruition in the next two years, 
which will reduce tromboning and free up existing capacity on the undersea fibre systems for more 
efficient use for purely international carriage. 

The Middle East 

The Middle East is the region that lags farthest behind in regional and national Internet production 
capacity, smaller than the Caribbean, which it far exceeds in other measures of economic size. Cairo was, 
for many years, the sole exception, since 2001 hosting the only IXP of any Middle Eastern or Arab League 
country. In 2007, Lebanon joined the ranks with the BeirutIX, which led to an unprecedented 425% growth 
in Internet traffic over the course of the following year and an additional 300% growth the year after, as 
pent-up demand was fulfilled by ISPs that were able to provide vastly more service at a lower cost. Bahrain 
has also had an exchange since 2009, housed in a state-of-the-art datacenter facility, but it carries 
unfortunately little traffic; in addition,  a transit co-operative named the “Bahrain Internet Exchange” has 
more recently made the transition to also providing actual IXP services. Saudi Arabia has had a 
government-led effort to turn up IXPs in three cities, which proceeded as far as a successful trial in Riyadh 
in 2010, but no further; no actual production traffic followed the trial. No other Middle Eastern countries 
have yet succeeded in setting up IXPs, though the UAE, Qatar, Jordan, Iraq, and Iran have each had public 
discussions of the possibility. 

Within the region, Iran is notable for having made an announcement in April 2011 of a ‘halal’ 
network aimed at Muslims on an ethical and moral level” and to “increase Iran and the Farsi language’s 
presence” on the Internet.69 This has drawn considerable attention and some criticism, due to the 
perception that what was being announced was a new regime of domestic censorship and an attempt to 
export that to neighbouring countries. A closer reading of the announcement, however—along with the 
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much less heralded announcement of the Europe Persia Express Gateway, a joint investment between Iran, 
Oman, Cable & Wireless, and Rostelecom, to build a new cable system connecting Tehran to the world’s 
largest Internet exchange in Frankfurt—indicates that Iran’s actual project has much more to do with 
increasing the operational and economic efficiency and profitability of its network and bringing it into 
closer conformity with international norms of best-practice.70 Making it possible for content produced or 
stored domestically to compete effectively with content stored elsewhere is part and parcel of good practice 
in making a more efficient network. 

Europe 

Europe as a region is far more cognizant of the value of Internet exchange points than other regions 
are, and of the value of attracting new participants to its exchanges to promote economic growth. This has 
led to a degree of competition between European nations, each desiring to have the largest IXP, that’s not 
really visible in other regions. While undoubtedly beneficial, it has also arguably led to a structuring of 
IXPs in European countries to maximise their visible or apparent size, potentially at the cost of their 
efficiency, and particularly by comparison with those in neighbouring countries with which they are 
competing for ISP infrastructural investment spending. It has also led to some measure of contention over 
instrumentation and the accuracy of reporting of some IXP growth metrics. Thus, while the relative sizes 
of European exchanges are discussed in this report, it is worthy of note that the exact figures change 
frequently, and are often the subject of debate. 

Figure 7.  Progression of largest European exchange toward the center of Europe population density 

 

Source: Packet Clearing House. 
 

A trend that has been playing out over the past twenty years in Europe is the progression of the title of 
“Europe’s largest exchange” gradually toward the centre of European population density (Figure 7). To 
those who work with exchanges, there is a certain inevitability to this, though usually it occurs on a much 
smaller scale. The average distance between an exchange and all of the members of the population it serves 
is a major measure of the efficiency, and thus the long-term success, of any exchange. Therefore, all else 
aside, exchanges nearest to centres of population density are the most successful, in that the bandwidth 
they generate can be carried to their constituents at the lowest possible cost while retaining the highest 
possible performance. Speed times distance equals cost. Thus Amsterdam gradually overtook London, and 
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Frankfurt gradually overtook Amsterdam, in bandwidth produced, in part because each was, in turn, 
proximal to a larger population. Stated another way, the number of people who could reach Amsterdam at 
low cost was greater than the number who could reach London at that same cost, and the number who 
could reach Frankfurt at that cost was lower still. In recent years, the larger exchanges of Eastern Europe, 
in Prague and Sofia, have been garnering a significant share of the European market, although it seems 
very unlikely that either would overtake Frankfurt in the foreseeable future. 

In general, though, Eastern Europe has been moving up in many different rankings of Internet growth. 
The Moscow and Kiev exchanges are now the fourth and fifth largest in the world, by bandwidth, and 
Russia and the Ukraine are now the second and fifth largest countries by number of international network 
adjacencies, with annualized growth rates of 40% and 44%, both considerably higher than the other 
countries of the top ten (Table 1, and see also Appendixes 1 and 3). 

Table 1. Top ten countries by network adjacencies, showing high growth rates in Eastern Europe 

 September 
2009 

September 
2010 

Net Change Percent 
Change 

United States 63230 72871 +9,641 +15%

Russia 11894 16633 +4,739 +40%

United Kingdom 7263 8474 +1,211 +17%

Canada 4179 5327 +1,148 +27%

Ukraine 3662 5272 +1,610 +44%

Germany 4851 5191 +340 +7%

Poland 3884 4646 +762 +20%

Australia 2342 3101 +759 +32%

Japan 2843 3092 +249 +9%

Korea 2795 2906 +111 +4%

 

Source: Packet Clearing House. 

Europe has more IXPs than any other region, and seven of the top ten exchanges both by number of 
participants and volume of traffic. If any grounds exist to criticise the performance of European IXPs, they 
tend to be more expensive to participate in than IXPs in other regions, since they tend to have employees 
and budgets for marketing and public relations and policy process participation, and their negotiation 
power with colocation facilities tends to be relatively weak by comparison with their counterparts in other 
regions, which leads to additional expenses and being spread thinly across many datacenters. This latter is 
a uniquely European trait, and to the degree that European IXPs can surmount it they will benefit greatly, 
since their growth will no longer be bound by the cost and capacity limitations of the inter-switch trunks 
between colocation facilities. 
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Canada and the United States 

Although Canada’s Toronto IXP is a success relative to the size of the served community, most of 
Canada’s population is located on the more temperate climate of their southern border with the United 
States, and this has resulted in the vast majority of their traffic being sourced in, and accounting for a 
portion of the growth of, the larger northern United States exchanges in Seattle, Chicago, and New York at 
the expense of Canada’s own smaller exchange in Ottawa. There have been other attempts to create 
exchanges in most other major cities in Canada, but these have failed to reach fruition. Recently CIRA, the 
registry for Canada’s .CA country-code top-level domain, has been discussing funding a more co-ordinated 
effort to bring IXPs to more Canadian cities, after the model of their Brazilian counterpart. If Canada 
pursues this effort carefully, it would likely succeed. 

The United States has had slow but steady growth over the past five years, going from 74 IXPs 
producing 118 gigabits per second of observable bandwidth in 2006 to 85 IXPs producing 826 gigabits per 
second today, 47.6% annualized growth over the period.71 The caveat “observable” is relevant because 
IXPs in the United States utilise crossconnects much more heavily than those in Europe, offloading 
exchanged traffic from the Ethernet switches at the cores of the exchanges. When traffic takes this “express 
lane” bypassing the central switch, it is no longer observable in the statistics. Although it would be nice to 
have directly comparable statistics between regions, the technical and economic advantages of using 
crossconnects wherever feasible far outweigh the desire for statistics. This contrast between European and 
American IXPs plays out in several other specifics as well: the relatively inward-looking private-sector 
exchanges of the United States generally do not view their traffic statistics as a measure of competitive 
success versus exchanges in other countries or regions, allowing them to focus much more directly on the 
primary goal of creating valuable bandwidth at the lowest possible cost. This focus on a single goal has 
also given them the resolve to negotiate more critically with building (and more particularly colocation 
facility) owners, so switch fabric extension policies in the United States tend to mirror the planned policy 
in Brazil much more closely than the happenstance situation of most of the larger European exchanges.  

The backbone carriers that connect to these exchanges and sell wholesale transit in the United States 
and Canada continue to do relatively well in a relatively competitive marketplace. Wholesales prices for 
high-volume transit have remained between about USD 1.40 and USD 3 per megabit per second per month 
range for quite some time, but there are not substantially better prices to be found in Western Europe, 
which is another good indicator that the actual size of United States exchanges, if one were to include 
crossconnect traffic, is as large as those of London, Amsterdam, and Frankfurt. The lack of significant 
wholesale price drops over the past five years is largely due to the continued lack of standardised network 
components at speeds faster than 10 gbps, as discussed elsewhere in this report.  Mergers and acquisitions 
among these large backbone carriers have been closely scrutinised by regulatory authorities but generally 
allowed to proceed. Tests of that regulatory permissiveness in 2011 were Level 3 and Global Crossing, by 
many measures the two largest backbone carriers globally, and Qwest and Saavis, two medium-sized 
global carriers. Both announced planned mergers considered in 2011. Even discounting customers who 
currently purchase from both Level 3 and Global Crossing and would likely reduce that to a single 
connection to the merged entity, the union of the two would still be more than twice the size of NTT, its 
next nearest competitor.72 

The Pacific 

The Pacific islands combine many of the greatest challenges in Internet deployment: small 
populations, low income, and vast intervening distances across deep seabeds. Hawaii and Guam are on the 
path of the Japan-US and TPC-5 cables, among others, which have given them high-speed but expensive 
connectivity for many years. The commissioning of the Southern Cross cable system in 2001 brought fibre 
to Fiji, and Samoa and American Samoa got their first fibre data service in 2010, largely due to the efforts 
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of their privately funded competitive carrier, Blue Sky Communications. In the Pacific, only Hawaii and 
Guam (excluding Australia and New Zealand, addressed below) have Internet exchange points, though 
there have been ongoing discussions in Fiji and Samoa for some years. Fiji is notable for having formed a 
public-private cybersecurity working group to discuss and publish cybersecurity practices and 
recommendations to the Fijian network community. Along with the formation of a Pacific CERT, hosted 
by the University of the South Pacific and assisted by AusCERT and JPCERT, this marks the beginning of 
an awareness of cybersecurity and cybercrime legal issues in a region that is not an attractive target for 
cybercrime but has been used as a staging area for some kinds of attacks, particularly those requiring a 
cooperative or unwitting host ccTLD registry. 

Australia and New Zealand 

Australia has eleven IXPs, the first two established in Perth and Melbourne in 1997 and 1998, 
followed by others on the east coast between 2001 and 2004. The large number reflects the great distances 
across Australia’s interior and the consequent cost of crossing them with telecommunications signals more 
than it does the relatively sparse population. Historically, one factor that set Australia apart, in the 
exchange of Internet traffic, was a decision by the regulator in 1997 to require the largest ISP to peer with 
the next three largest ISPs (considered elsewhere in this report). This may have prevented the earlier 
development of competitive infrastructure by small players since it was some time before additional 
competitive carriers, such as Pipe Networks and Vocus Communications, emerged and further increased 
competition and market access for smaller players.  

The exchange in Perth is of particular note because it has had, since its establishment, a mandatory 
multilateral peering agreement; that is, every participant in the IXP is obligated to peer with each and every 
other participant. This differs from the majority of multilateral agreements, which are available but not 
mandatory. This relatively extreme position has strongly influenced the composition of the membership of 
the Perth exchange, making it at once more populous and more populist, drawing many more small and 
non-ISP participants while giving Telstra and Optus reason not to participate. Though this tradeoff is of 
mixed benefit to the Perth exchange, it is one they have been happy to continue for the past fifteen years, 
and it serves as a didactic real-world example of an uncommon policy for the rest of the world. 

Australia is today building a government-owned national broadband network (NBN) that aims to 
provide fibre to 93% of the nation’s households. The remaining population will be covered by wireless  
and satellite  services. The layer 2 fibre network provides several points for interconnection. ISPs will sell 
retail services but still rely on their own network resources, or those of other providers, for backbone and 
international connectivity to the rest of the global Internet. They will also continue to exchange traffic 
among themselves at IXPs or through private interconnection. A contentious element of Australian 
developments has been the decision taken by the regulator on the number of points for interconnection. 
This decision fell to the independent regulator, as opposed to being taken by market participants as in other 
countries, due to the fact that the NBN will hold a near-total monopoly on fixed network access. The 
competition regulator was asked by the Australian Government to provide advice on the initial number and 
location of the points of interconnection considering the long term interests of end-users.  In applying this 
principle, the competition regulator had regard to the promotion of competition, achieving any-to-any 
connectivity between end-users and encouraging the economically efficient use of and investment in 
infrastructure.  The competition regulator was asked by the Australian Government to provide advice on 
the initial number and location of the points of interconnection considering the long term interests of end-
users.  In applying this principle, the competition regulator had regard to the promotion of competition, 
achieving any-to-any connectivity between end-users and encouraging the economically efficient use of 
and investment in infrastructure. 73 
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New Zealand was one of the first OECD countries to liberalise its telecommunication market, though 
initially without an industry regulator. Slow progress in the development of competition, and particularly 
interconnection between networks, led to a change in policy direction at the turn of the century. In 2001, a 
Telecommunication Commissioner was established to apply industry-specific regulation and improve 
interconnection arrangements and other procompetitive policies. In the following decade saw the 
development of a successful private-sector fibre and broadband industry in the country’s main population 
centres. As in Australia, a decision has been taken by the government to fund a fibre network in association 
with private-sector providers. These fibre providers will tender to provide local access networks that will 
have virtual monopolies with vertically separated retail competition for Internet access. To bid as a 
participant in the new access networks, Telecom New Zealand will have to split off its retail services.  

As in Australia, questions have arisen over existing private-sector investment. CityLink, the operator 
of competitive municipal fibre networks in Wellington and Auckland as well as all of New Zealand’s 
seven IXPs, sees its future as very uncertain. At the same time, FX Networks, New Zealand’s primary 
competitive carrier, which has invested significantly in fibre deployment, could be unfairly disadvantaged 
by competitors receiving benefits from public investment.  

South Asia 

India is by far the largest of the countries of the South Asian subcontinent in terms of population and 
the size of its economy. India has, however, lagged in achieving self-sufficiency in bandwidth production. 
Nepal, Bangladesh, Sri Lanka, and Pakistan all have successful IXPs of some years’ standing and have 
organised the popular South Asian Network Operators Group. India made an unfortunate choice by 
selecting Enron Broadband Services, and its local subsidiary Enron India, to construct a state-mandated 
exchange, which Enron turned into an experiment in market speculation and the creation of routing-based 
investment derivatives.74 A second government-formed organisation called NIXI, the National Internet 
Exchanges of India, was then established. After initially granting monopoly status to NIXI and placing 
regulatory requirements upon ISPs to pay fees, India has liberalized these requirements to some extent. In 
the meantime, exchanges have still not been constructed commensurate with demand, and NIXI charges 
growth-inhibiting usage-based fees. Recent estimates by Reliance Industries indicate that NIXI’s entire 
current domestic exchange capacity could support less than 10% of the needs of a single national 
broadband provider. 

Because of the domestic regulatory roadblocks to investment and competition, India’s backbone 
networks have turned to international markets, and they have been quite successful. In January 2004, 
Reliance Communications purchased the global FLAG undersea cable system; in January 2007, they 
followed this with the purchase of Yipes, a United States backbone network. TATA responded by buying 
Tyco, the largest undersea cable construction company, in November 2004, and followed this with the 
purchase of Teleglobe, Canada’s Intelsat signatory and a major global backbone network in February 2006; 
in June 2008 it acquired Neotel, South Africa’s second largest carrier; in January 2010 it acquired British 
Telecom’s cloud services division; and in 2011 it completed its acquisition of BitGravity, a large CDN and 
cyberdefense service provider. Together, these acquisitions make India one of the world’s largest holders 
of international undersea cable systems and technology. In 2010, Bharti, the world’s fifth-largest mobile 
operator, after failing twice to merge with MTN, acquired Warid in Bangadesh and all of Zain’s African 
operations. It also lit its portion of the Japan–United States Unity cable as well as its portion of the East 
African EASSy cable. In 2011, it has already lit its share of the new Europe-India Gateway cable.  

East Asia 

After a long period of leading the world in domestic Internet production, Korea, Japan, and Hong 
Kong, China have slowed somewhat in the past five years, but they continue to provide an example for 



 DSTI/ICCP/CISP(2011)2/FINAL 

 45

other countries in the efficient distribution of bandwidth from IXPs to consumers at high speed and low 
cost. It is commonly observed by Internet infrastructure specialists that improvement of the Internet 
depends upon a circular path of improvement of each component of the Internet’s infrastructure: IXPs, 
international connectivity, content, backbone networks, and access networks. One circumnavigates this 
circle endlessly, upgrading each in turn, lest any become a bottleneck that restrains the growth of the 
others. Overinvestment in large IXPs avails a country little if it lacks competitive access to a fibre local 
loop across which to deliver the bandwidth, for example. Korea, Japan, and Hong Kong, China have all 
been exemplary in striking a balance between each of these components, upgrading them all at a 
comparable pace. 

Seven years of Chinese governmental efforts to establish a mainland-style managed exchange in Hong 
Kong, China have still not found many takers, but the original HKIX, the second exchange in the region 
and in many ways the first example of an exchange in the modern model, continues to be one of the 
primary locations for Asian peering. Mainland China, in many ways the opposite of Hong Kong, China 
remains the world’s largest population bottlenecked behind a monopoly international gateway. 
Interestingly, the monolithic negotiating power of this single point of entry, China Telecom, quietly but 
significantly contributed to the dissolution of the “Tier-1” cartel. 

SingTel, the incumbent telecommunication operator in Singapore, is majority owned by  the 
investment arm of the Singapore government, leading to predictable conflicts-of-interest with the regulator. 
Participants believe that there were obstacles placed in the path of the Singapore Open Exchange, after it 
was opened in 2001, and that a similar set of disadvantages were applied to Equinix’s peering facility after 
their merger with Pihana in 2002. Some of these disadvantages have been overcome with recent direct 
access to an international cable landing, but bandwidth production lags regional rival Hong Kong, China. 
More recently Singapore has funded a national fibre access network, with a virtual monopoly, and a 
separation between infrastructure and the competitive provision of services. Singapore is viewed as a 
desirable country for both its centrality to Asian undersea cable systems and its rule of law (see Annex 1, 
Figure A1.2), and with greater market openness and competition could see significantly higher rates of 
growth. 

Korea’s experience in the late 1990s, as its many broadband providers began having to bundle large 
groups of 1 gbps circuits together prior to the arrival of 10 gbps network interfaces, has foreshadowed what 
the rest of the world has been experiencing more recently with the lack of 100 gbps and 1 tbps interfaces. 
This drove them away from switched IXPs and toward massive colocation facilities with dense meshes of 
direct crossconnects, a model the United States soon followed. The consequent reduction in visibility of 
their network growth statistics, and the fact that Korean network research is less presented at conferences 
in the rest of the world, has made Korea something of an enigma in networking for some foreign observers. 
Its domestic network is clearly very large, but with more than 96% domestic traffic at last count it is nearly 
impossible to judge the size accurately from the outside. 

Japan continues to lead the Asian region in most Internet statistics, due to a long head start and a 
combination of relatively aggressive investment in research and development and a high demand for 
Internet services in their domestic population. In addition, Japan’s high concentration of transpacific cables 
made it the initial “jumping off” point for United States networks entering Asia, which meant that its 
domestic IXPs often had more than half international carriers exchanging non-Japanese traffic, in its early 
years. Since then, the massive Japanese retail broadband market has overtaken international participation in 
their exchanges. Many Japanese exchanges are hosted in datacenter facilities that are in buildings and 
served by fibre systems belonging to related companies. The Japanese exchanges have a well-deserved 
reputation for being among the most reliable and incident-free in the world. 



DSTI/ICCP/CISP(2011)2/FINAL 

 46

Regional and National Trends 

When one examines Internet statistics, nearly all numbers are “up and to the right,” defining growth. 
The rare exceptions tend to be short-term in nature and are more often indicative of a shift in growth from 
a well-instrumented protocol or piece of infrastructure to a new and incompletely understood one. It is also 
helpful to remember that there are ways in which the Internet is intensely geographically specific and 
dependent—limited by fibre pathways, the speed of light, and the per-cubic-meter cost of excavating 
trenches—and other ways in which it is entirely free of geographic constraint—enabling entrepreneurs in 
Nairobi to upstage those in San Jose, and programmers in Kiev to compete on an equal footing with those 
in Bangalore or Manila. Generally, the degree of geographic dependency tracks with position in the OSI 
seven-layer protocol model. Physical infrastructure is tied to geography, and applications work equally 
well everywhere to the degree that they do not require services from the layers below. Location-aware 
applications, like turn-by-turn driving directions, require information as well as connectivity from layers 
far down in the protocol stack and are thus much more likely to function as intended in regions with 
omnipresent and highly available lower-layer network services; applications like solitaire games, which 
have no external dependencies, function as intended anywhere they have a host and power.  

When comparing statistics between countries, it is often useful to look at both the growth in absolute 
numbers, as in Figure 8, and the annualised growth rates, as in Figure 9, since the latter often give more 
insight into what the future will bring.  

Figure 8. Annualized absolute growth in domestic Internet bandwidth production, top thirty countries, 2005–
2010 

 

  

Source: Packet Clearing House. 
 

The visible statistics for Internet bandwidth production in many Western European countries are high 
relative to the unobservable total, whereas the visible statistics for the United States significantly 
underrepresent the total. Private-sector investment does compensate for this to some degree by accounting 
for the availability of crossconnects, but investment and economic growth favour transparency, so in the 
long run both markets will probably be better served if they find ways of better exposing numbers that 
more accurately reflect total bandwidth production. In the mean time, the large visible statistics do draw 
attention and investment to Germany, the Netherlands, and the United Kingdom. 
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Figure 9. Annualised percentage growth in domestic Internet bandwidth production, grouped by region, 2005–
2010 

 

Source: Packet Clearing House. 
 

The five-year annualized growth rates in Figure 9 show that each region embodies a spread between 
fast-growing countries (more than 200% annualized growth) and slow-growing countries (as little as 20% 
annualized growth). As we discuss below, a long-term growth rate of 115% has been a reasonable target, 
but that target is becoming more difficult to reach as the 2001 halt to basic research has resulted in a 
corresponding stoppage of the flow of new and faster network components. As would be expected over this 
five-year term, somewhat less than half of the countries for which figures are available meet or exceed this 
115% growth rate. The countries of Eastern Europe, led by Russia at an astounding 1 470% five-year 
annualized growth rate, are the emerging stars of the past five years, though South Africa, Uganda, and 
Egypt also exceed 400% annualized growth. 
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Figure 10. Average distance of participants from IXPs within each economy, grouped by region 

 

 

Source: Packet Clearing House 
 

When the average distance between each IXP and the countries-of-incorporation of its member ISPs 
(Figure 10) is examined, we see distinct regional clusters. Participants in North American IXPs have, on 
average, extended their networks the greatest distance in order to connect to the IXP, followed by those in 
the Asia-Pacific region, whereas European IXPs have the smallest portion of long-distance participants. 
Because only the IXPs for which we have sufficient data to yield a clear and meaningful average are 
shown, many of the smaller IXPs in all regions are not represented on this chart; only Nairobi is included 
from Africa, and none at all from Latin America. Small IXPs do not show different trends than large ones, 
but they are excluded from the graph because of their lower confidence level. Two lessons that can be 
taken from this graph: if one builds a local IXP, no matter how remote, ISPs from other regions will build 
infrastructure to reach it; and exchanges (like those in Europe) can become very successful even if they do 
not attract a substantial portion of intercontinental participants. 
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APPENDIX 1: NATIONAL INTERNET STATISTICS 

 
  IPv4 Addresses  IPv6 Addresses  Autonomous System Numbers  Network Adjacencies

Country Sep 
2009 Sep 

2010 Net
Change

Percent 
Change Sep 

2009 Sep
2010

Net
Change

Percent
Change

Sep
2009

Sep
2010

Net
Change

Percent
Change

Sep 
2009 Sep 

2010 Net 
Change Percent

Change
Afghanistan /16 /16 +/19 +13%  8 16 +8 +100% 7 18 +11 +157%

Albania /15 /15 +/18 +8.8%  13 16 +3 +23% 30 47 +17 +57%

Algeria /12 /11 +/13 +41% /32 /31 +/32 +100% 11 12 +1 +9.1% 31 35 +4 +13%

American Samoa /20 /20  /32 +/32 new 2 2 4 8 +4 +100%

Andorra /17 /17 /32 /32 1 1 3 3 

Angola /16 /15 +/17 +55% /32 /32 16 20 +4 +25% 35 47 +12 +34%

Anguilla /20 /20  1 1 1 1 

Antigua and 
Barbuda /16 /16 +/22 +1.9%  2 4 +2 +100% 2 3 +1 +50%

Argentina /9 /9 +/12 +16% /27 /27 +/32 +2.4% 236 270 +34 +14% 700 776 +76 +11%

Armenia /15 /13 +/14 +155% /30 /29 +/30 +75% 36 47 +11 +31% 99 196 +97 +98%

Aruba /18 /17 +/18 +111%  2 3 +1 +50% 9 9 

Australia /7 /7 +/10 +15% /19 /19 +/25 +1.1% 1004 1156 +152 +15% 2342 3101 +759 +32%

Austria /9 /9 +/12 +12% /26 /26 +/28 +31% 330 366 +36 +11% 1362 1611 +249 +18%

Azerbaijan /14 /14 +/16 +28%  21 26 +5 +24% 47 69 +22 +47%

Bahamas /16 /15 +/18 +22% /31 /31 4 4 4 4 

Bahrain /14 /13 +/16 +30% /31 /30 +/32 +50% 21 24 +3 +14% 38 46 +8 +21%

Bangladesh /13 /12 +/15 +24% /29 /28 +/29 +137% 83 99 +16 +19% 282 354 +72 +26%

Barbados /15 /15 +/18 +15%  6 7 +1 +17% 20 30 +10 +50%

Belarus /14 /12 +/12 +219% /32 /30 +/31 +200% 54 71 +17 +31% 104 162 +58 +56%

Belgium /9 /9 +/13 +7.2% /27 /24 +/24 +993% 147 159 +12 +8.2% 425 475 +50 +12%

Belize /16 /16 +/21 +4.1% /32 /32 5 5 2 4 +2 +100%

Benin /19 /17 +/18 +233% /32 /32 2 4 +2 +100% 3 5 +2 +67%

Bermuda /16 /16 +/20 +5% /32 /31 +/32 +100% 13 13 30 31 +1 +3.3%

Bhutan /18 /18 /32 /31 +/32 +100% 4 4 17 21 +4 +24%

Bolivia /13 /13 +/15 +22% /30 /30 12 14 +2 +17% 32 34 +2 +6.3%

Bosnia and 
Herzegovina /13 /13 +/15 +22% /31 /29 +/29 +300% 21 24 +3 +14% 66 92 +26 +39%

Botswana /16 /15 +/18 +23%  /32 +/32 new 7 8 +1 +14%  
Brazil /7 /7 +/9 +19% /16 /16 920 1020 +100 +11% 1848 2647 +799 +43%

British Indian 
Ocean Territory /20 /20  1 1 4 2 -2 -50%

British Virgin 
Islands /21 /19 +/19 +300%  1 1 1 1 

Brunei 
Darussalam /14 /14 +/24 +0.13% /31 /31 4 4 10 12 +2 +20%

Bulgaria /10 /10 +/14 +7.6% /28 /28 +/30 +33% 435 480 +45 +10% 1250 1707 +457 +37%

Burkina Faso /17 /17 +/22 +3.4%  3 4 +1 +33% 7 9 +2 +29%

Burundi /21 /21   
Cambodia /15 /14 +/17 +31%  /30 +/30 new 35 40 +5 +14% 122 205 +83 +68%

Cameroon /16 /15 +/17 +29% /32 /32 7 9 +2 +29% 21 23 +2 +9.5%

Canada /6 /6 +/11 +3.5% /26 /25 +/27 +59% 1295 1393 +98 +7.6% 4179 5327 +1148 +27%

Cape Verde /19 /18 +/20 +50%   
Cayman Islands /17 /17 +/20 +13%  6 6 5 12 +7 +140%

Central African 
Republic /20 /20 +/22 +31%  1 1  
Chad /20 +/20 new   
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  IPv4 Addresses  IPv6 Addresses  Autonomous System Numbers  Network Adjacencies

Chile /10 /10 +/12 +17% /28 /28 +/29 +50% 121 134 +13 +11% 283 368 +85 +30%

China /4 /4 +/7 +20% /26 /23 +/24 +535% 449 467 +18 +4% 862 898 +36 +4.2%

Colombia /10 /9 +/12 +15% /28 /28 +/30 +23% 93 98 +5 +5.4% 202 229 +27 +13%

Comoros   1 1 1 2 +1 +100%

Congo-
Brazzaville /22 /19 +/19 +700%  1 2 +1 +100%  
Congo-Kinshasa /18 /18 +/21 +13%  2 3 +1 +50% 2 2 

Cook Islands /19 /19 /32 /32 1 1 2 2 

Costa Rica /11 /11 +/16 +3.8% /29 /29 +/31 +33% 14 19 +5 +36% 25 38 +13 +52%

Cote D'Ivoire /15 /15 +/19 +7% /31 /31 7 8 +1 +14% 11 18 +7 +64%

Croatia /11 /11 +/15 +6.3% /30 /29 +/30 +60% 72 78 +6 +8.3% 211 240 +29 +14%

Cuba /15 /15 +/20 +3.9% /30 /30 6 6 7 7 

Cyprus /13 /13 +/15 +26% /29 /29 +/31 +33% 52 61 +9 +17% 119 165 +46 +39%

Czech Republic /9 /9 +/12 +14% /26 /26 +/27 +49% 422 671 +249 +59% 916 1443 +527 +58%

Denmark /9 /9 +/13 +7% /27 /27 +/28 +80% 186 211 +25 +13% 500 510 +10 +2%

Djibouti /18 /18 /32 /32 1 1 2 4 +2 +100%

Dominica   2 2 9 11 +2 +22%

Dominican 
Republic /13 /13 +/15 +24% /30 /30 9 12 +3 +33% 24 23 -1 -4.20%

Ecuador /12 /12 +/14 +28% /29 /29 +/30 +50% 39 43 +4 +10% 136 157 +21 +15%

Egypt /10 /10 +/12 +31% /29 /29 +/32 +17% 51 60 +9 +18% 185 232 +47 +25%

El Salvador /13 /13 +/17 +8% /32 /32 16 16 42 25 -17 -40%

Equatorial 
Guinea /21 /21  1 +1 new  
Eritrea /20 /20  1 1  
Estonia /12 /12 +/16 +9.6% /29 /29 +/32 +10% 30 36 +6 +20% 96 101 +5 +5.2%

Ethiopia /18 /18  1 1 4 6 +2 +50%

Faroe Islands /17 /17 +/20 +12% /32 /32 5 5 8 14 +6 +75%

Fiji /15 /15 +/18 +15% /30 /30 +/31 +67% 6 8 +2 +33% 5 8 +3 +60%

Finland /9 /9 +/14 +3% /27 /27 +/28 +87% 141 158 +17 +12% 390 486 +96 +25%

France /6 /6 +/10 +4.9% /19 /19 +/26 +0.6% 594 674 +80 +13% 1926 2192 +266 +14%

French Guiana /21 /21  2 2 1 +1 new

French Polynesia /17 /17  /32 +/32 new 1 1 4 3 -1 -25%

Gabon /15 /15 +/18 +8%  2 4 +2 +100% 4 4 

Gambia /18 /18  1 1 1 2 +1 +100%

Georgia /13 /12 +/15 +17%  /31 +/31 new 29 31 +2 +6.9% 88 156 +68 +77%

Germany /6 /6 +/9 +7.4% /19 /19 +/23 +6.1% 1221 1335 +114 +9.3% 4851 5191 +340 +7%

Ghana /15 /14 +/16 +35% /31 /30 +/32 +50% 20 29 +9 +45% 53 89 +36 +68%

Gibraltar /16 /16 +/19 +17% /32 /32 10 11 +1 +10% 33 42 +9 +27%

Greece /10 /10 +/13 +14% /29 /28 +/29 +78% 140 150 +10 +7.1% 297 332 +35 +12%

Greenland /18 /18  /32 +/32 new 1 1 2 2 

Grenada /21 /20 +/21 +89%  /32 +/32 new 2 2 1 1 

Guadeloupe /20 /20  /32 +/32 new 2 2 8 8 

Guam /15 /15 +/17 +17%  /30 +/30 new 5 6 +1 +20% 32 24 -8 -25%

Guatemala /13 /13 +/17 +5.9% /30 /30 24 27 +3 +13% 89 90 +1 +1.1%

Guernsey /20 /19 +/21 +50%  1 1 3 2 -1 -33%

Guinea /22 /22  1 1 1 1 

Guinea-Bissau /22 /22   
Guyana /17 /17 +/20 +13% /32 /32 1 2 +1 +100% 5 5 

Haiti /16 /15 +/16 +101% /32 /31 +/32 +100% 8 10 +2 +25% 8 13 +5 +63%

Honduras /15 /15 +/18 +22% /48 /48 20 23 +3 +15% 35 37 +2 +5.7%

Hong Kong /9 /9 +/12 +15% /27 /26 +/27 +100% 281 328 +47 +17% 1656 2183 +527 +32%

Hungary /10 /10 +/14 +8.3% /28 /27 +/29 +30% 188 198 +10 +5.3% 472 602 +130 +28%

Iceland /13 /13 +/18 +2.6% /29 /29 +/32 +12% 29 36 +7 +24% 104 125 +21 +20%

India /8 /7 +/9 +45% /27 /26 +/27 +154% 333 417 +84 +25% 1352 1905 +553 +41%

Indonesia /9 /9 +/11 +22% /27 /26 +/27 +137% 411 470 +59 +14% 1104 2133 +1029 +93%

Iran /11 /10 +/11 +81% /28 /27 +/29 +42% 102 148 +46 +45% 271 479 +208 +77%
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Iraq /16 /15 +/16 +66%  /31 +/31 new 5 11 +6 +120% 9 24 +15 +167%

Ireland /10 /10 +/14 +7.2% /27 /27 +/30 +19% 107 114 +7 +6.5% 289 333 +44 +15%

Isle of Man /17 /17 +/21 +9.2% /32 /32 +/48 +0% 16 17 +1 +6.3% 119 123 +4 +3.4%

Israel
75 /10 /10 +/13 +16% /29 /29 +/31 +29% 229 250 +21 +9.2% 738 929 +191 +26%

Italy /7 /7 +/11 +8.2% /20 /20 +/27 +0.55% 565 617 +52 +9.2% 1910 2306 +396 +21%

Jamaica /15 /15 +/17 +19% /32 /32 9 9 27 38 +11 +41%

Japan /5 /5 +/9 +5.5% /19 /19 +/21 +27% 762 795 +33 +4.3% 2843 3092 +249 +8.8%

Jersey /17 /17 /32 /32 4 4 22 23 +1 +4.5%

Jordan /13 /13 +/16 +18% /31 /29 +/30 +250% 24 26 +2 +8.3% 64 77 +13 +20%

Kazakhstan /12 /11 +/13 +49% /32 /31 +/32 +100% 56 67 +11 +20% 222 353 +131 +59%

Kenya /13 /12 +/12 +202% /30 /29 +/30 +100% 35 49 +14 +40% 83 171 +88 +106%

Kiribati /20 /20   
Korea /6 /5 +/7 +33% /20 /20 +/29 +0.12% 862 916 +54 +6.3% 2795 2906 +111 +4%

Kuwait /12 /12 +/14 +25% /32 /30 +/31 +200% 37 41 +4 +11% 137 149 +12 +8.8%

Kyrgyzstan /15 /15 +/19 +6.3% /32 /32 13 14 +1 +7.7% 33 62 +29 +88%

Laos /17 /16 +/19 +21%  /30 +/30 new 6 9 +3 +50% 8 12 +4 +50%

Latvia /12 /12 +/15 +6.9% /30 /28 +/29 +140% 198 219 +21 +11% 494 554 +60 +12%

Lebanon /14 /13 +/15 +33% /30 /29 +/32 +20% 39 45 +6 +15% 108 150 +42 +39%

Lesotho /18 /18  /32 +/32 new 4 4 6 5 -1 -17%

Liberia /22 /19 +/19 +800%  1 2 +1 +100% 1 2 +1 +100%

Libya /14 /14 +/20 +1.4%  1 1 5 3 -2 -40%

Liechtenstein /16 /16 +/21 +3.8% /31 /31 7 8 +1 +14% 36 44 +8 +22%

Lithuania /11 /11 +/17 +1.2% /30 /29 +/30 +125% 108 118 +10 +9.3% 295 314 +19 +6.4%

Luxembourg /13 /13 +/17 +5.8% /28 /28 +/30 +23% 30 35 +5 +17% 109 142 +33 +30%

Macao /14 /14 +/16 +23% /31 /31 4 4 9 9 

FYR Macedonia /13 /13 +/20 +0.92% /30 /30 23 24 +1 +4.3% 100 109 +9 +9%

Madagascar /17 /16 +/18 +42% /32 /32 3 3 4 6 +2 +50%

Malawi /18 /16 +/17 +319%  4 7 +3 +75% 3 9 +6 +200%

Malaysia /10 /10 +/12 +26% /27 /27 +/28 +48% 89 107 +18 +20% 316 421 +105 +33%

Maldives /17 /16 +/18 +44%  /32 +/32 new 3 3 4 6 +2 +50%

Mali /17 /17 +/18 +50% /32 /32 4 4 5 8 +3 +60%

Malta /13 /13 +/15 +24% /30 /29 +/32 +20% 22 25 +3 +14% 64 94 +30 +47%

Mariana Islands /18 /18  1 1 5 3 -2 -40%

Marshall Islands /21 /21  /32 +/32 new 1 1 5 2 -3 -60%

Mauritania /17 /17  1 1 4 2 -2 -50%

Mauritius /14 /13 +/14 +100% /30 /29 +/30 +75% 13 16 +3 +23% 7 11 +4 +57%

Mexico /8 /7 +/10 +23% /28 /27 +/28 +143% 238 253 +15 +6.3% 663 740 +77 +12%

Micronesia /21 /19 +/20 +200% /32 /32 1 3 +2 +200% 6 5 -1 -17%

Moldova /13 /13 +/15 +39% /30 /29 +/30 +75% 28 37 +9 +32% 106 155 +49 +46%

Monaco /16 /16 /32 /32 1 1 5 3 -2 -40%

Mongolia /15 /14 +/16 +50%  /30 +/30 new 27 34 +7 +26% 56 108 +52 +93%

Montenegro /15 /15 +/17 +45%  9 11 +2 +22% 26 32 +6 +23%

Montserrat /22 /22   
Morocco /12 /12 +/14 +27% /31 /31 7 7 20 19 -1 -5%

Mozambique /15 /15 +/19 +5.1% /32 /32 14 16 +2 +14% 14 75 +61 +436%

Myanmar /18 /18  /32 +/32 new 2 2 3 7 +4 +133%

Namibia /15 /15 +/18 +11% /48 /48 9 11 +2 +22% 34 44 +10 +29%

Nauru /19 /19  /32 +/32 new 2 +2 new  
Nepal /15 /14 +/15 +121% /31 /29 +/29 +300% 28 32 +4 +14% 73 137 +64 +88%

Netherlands /8 /7 +/12 +5.3% /23 /23 +/26 +9.4% 444 502 +58 +13% 2299 2530 +231 +10%

Netherlands 
Antilles /14 /14 +/18 +5% /30 /29 +/30 +100% 23 26 +3 +13% 41 47 +6 +15%

New Caledonia /16 /15 +/17 +56% /32 /30 +/30 +400% 4 4 6 6 

New Zealand /9 /9 +/13 +12% /27 /26 +/27 +82% 268 306 +38 +14% 607 1096 +489 +81%

Nicaragua /14 /14 +/18 +9.6% /32 /32 14 16 +2 +14% 36 23 -13 -36%
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Niger /18 /18 +/22 +5.9%  1 3 +2 +200% 2 +2 new

Nigeria /13 /13 +/14 +55% /31 /30 +/30 +150% 49 68 +19 +39% 182 234 +52 +29%

Niue /22 /21 +/22 +100%  /48 +/48 new 1 +1 new  
Norfolk Island /21 /21  2 2 1 1 

North Korea /22 +/22 new  1 +1 new  
Norway /9 /9 +/12 +10% /24 /24 +/27 +12% 145 163 +18 +12% 347 373 +26 +7.5%

Oman /14 /14 +/18 +7.1% /31 /30 +/32 +50% 3 3 1 4 +3 +300%

Pakistan /11 /11 +/12 +69% /29 /28 +/29 +100% 50 63 +13 +26% 188 215 +27 +14%

Palau /20 /20 /32 /32 1 1 1 3 +2 +200%

Palestine /14 /13 +/16 +19%  /32 +/32 new 20 27 +7 +35% 37 50 +13 +35%

Panama /12 /12 +/15 +8% /30 /30 78 86 +8 +10% 189 214 +25 +13%

Papua New 
Guinea /17 /17 +/20 +14% /31 /30 +/32 +50% 3 6 +3 +100% 2 5 +3 +150%

Paraguay /15 /14 +/15 +68% /31 /31 10 13 +3 +30% 28 48 +20 +71%

Peru /11 /11 +/13 +22% /29 /29 +/32 +14% 19 21 +2 +11% 32 46 +14 +44%

Philippines /10 /10 +/12 +19% /28 /27 +/28 +100% 196 224 +28 +14% 543 727 +184 +34%

Poland /8 /8 +/11 +13% /21 /21 +/27 +1.4% 1022 1236 +214 +21% 3884 4646 +762 +20%

Portugal /10 /10 +/14 +7% /28 /28 +/30 +22% 62 65 +3 +4.8% 205 249 +44 +21%

Puerto Rico /12 /12 +/16 +9.9% /32 /29 +/30 +500% 43 51 +8 +19% 139 133 -6 -4.30%

Qatar /13 /13 +/15 +35% /32 /32 6 6 12 12 

Romania /9 /9 +/13 +8% /29 /27 +/28 +191% 578 630 +52 +9% 1587 2401 +814 +51%

Reunion /17 /17  1 1 2 2 

Russia /7 /7 +/9 +24% /25 /25 +/26 +98% 2849 3300 +451 +16% 11894 16633 +4739 +40%

Rwanda /15 /15 +/20 +2.8% /32 /30 +/31 +200% 5 7 +2 +40% 9 24 +15 +167%

Saint Kitts and 
Nevis /17 /17 +/22 +4% /32 /32 2 2 5 6 +1 +20%

Saint Lucia /24 /24   
Saint Martin /19 /19  1 1 1 3 +2 +200%

Saint Pierre and 
Miquelon /20 /20  1 1 1 +1 new

Saint Vincent and 
the Grenadines /19 /18 +/20 +40%  1 1 2 2 

Samoa /18 /18 +/21 +15% /32 /31 +/32 +100% 3 4 +1 +33% 5 6 +1 +20%

San Marino /18 /17 +/20 +18%  3 4 +1 +33% 5 4 -1 -20%

Saudi Arabia /10 /10 +/13 +17% /29 /28 +/29 +55% 81 90 +9 +11% 229 331 +102 +45%

Senegal /16 /14 +/14 +213% /32 /32 1 +1 new  
Serbia /12 /11 +/13 +53% /29 /29 +/32 +11% 83 100 +17 +20% 306 396 +90 +29%

Seychelles /18 /17 +/19 +47% /32 /31 +/32 +100% 4 4 1 1 

Sierra Leone /18 /18 +/21 +13% /48 /48 6 8 +2 +33% 10 8 -2 -20%

Singapore /10 /10 +/13 +11% /27 /27 +/28 +56% 162 192 +30 +19% 651 869 +218 +33%

Slovakia /11 /11 +/14 +16% /28 /28 +/32 +6.7% 77 84 +7 +9.1% 220 283 +63 +29%

Slovenia /12 /11 +/14 +23% /28 /27 +/29 +50% 174 204 +30 +17% 557 647 +90 +16%

Solomon Islands /19 /19 /32 /32 2 +2 new 3 +3 new

Somalia /22 +/22 new   
South Africa /8 /8 +/11 +12% /28 /27 +/29 +67% 162 194 +32 +20% 401 939 +538 +134%

Spain /8 /7 +/11 +8.9% /27 /26 +/27 +124% 325 358 +33 +10% 967 1143 +176 +18%

Sri Lanka /13 /13 +/15 +27% /30 /29 +/30 +167% 15 15 57 65 +8 +14%

Sudan /15 /15 +/17 +26% /32 /31 +/32 +100% 3 7 +4 +133% 20 26 +6 +30%

Suriname /17 /17  1 1 2 2 

Swaziland /17 /17 +/19 +36% /32 /32 2 4 +2 +100% 6 9 +3 +50%

Sweden /8 /8 +/12 +5.5% /24 /24 +/25 +48% 419 458 +39 +9.3% 1325 1245 -80 -6%

Switzerland /9 /9 +/12 +12% /25 /25 +/26 +44% 506 544 +38 +7.5% 2289 2314 +25 +1.1%

Syria /14 /13 +/14 +64%  /32 +/32 new 4 4 11 11 

Chinese Taipei /7 /7 +/10 +14% /21 /21 +/29 +0.39% 201 205 +4 +2% 517 622 +105 +20%

Tajikistan /16 /16 +/20 +8.3%  8 8 12 29 +17 +142%

Tanzania /15 /14 +/15 +118% /30 /30 +/32 +33% 29 33 +4 +14% 42 62 +20 +48%

Thailand /10 /9 +/11 +29% /28 /27 +/29 +56% 243 280 +37 +15% 805 1011 +206 +26%
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Timor-Leste /20 /20  1 1 5 3 -2 -40%

Togo /19 /18 +/20 +63%  2 +2 new 3 3 

Tokelau /21 +/21 new  /32 +/32 new 1 +1 new  
Tonga /20 /19 +/21 +47% /32 /32 2 2 3 3 

Trinidad and 
Tobago /13 /13 /29 /29 +/32 +17% 8 8 18 13 -5 -28%

Tunisia /13 /11 +/11 +332% /32 /32 2 2 1 1 

Turkey /9 /9 +/12 +9.7% /28 /27 +/29 +47% 339 373 +34 +10% 638 850 +212 +33%

Turkmenistan /19 /19  2 2 4 8 +4 +100%

Turks and Caicos /19 /19  2 2 2 +2 new

Tuvalu /19 /19   
Uganda /15 /15 +/18 +7.4% /32 /30 +/30 +300% 15 20 +5 +33% 24 46 +22 +92%

Ukraine /10 /9 +/11 +37% /28 /27 +/28 +110% 1523 1721 +198 +13% 3662 5272 +1610 +44%

United Arab 
Emirates /11 /11 +/14 +12% /30 /30 +/31 +67% 13 18 +5 +38% 68 116 +48 +71%

United Kingdom /6 /6 +/9 +9.5% /22 /22 +/26 +6.1% 1710 1863 +153 +8.9% 7263 8474 +1211 +17%

United States /2 /2 +/7 +2.5% /18 /18 +/23 +3.1% 19169 20429 +1260 +6.6% 63230 72871 +9641 +15%

Uruguay /12 /12 +/19 +1.1% /28 /28 +/45 +0% 20 26 +6 +30% 58 58 

US Virgin Islands /16 /16 /32 /32 6 6 14 18 +4 +29%

Uzbekistan /14 /14 +/20 +2.1% /31 /31 29 29 56 96 +40 +71%

Vanuatu /19 /19 /32 /32 3 3 4 3 -1 -25%

Vatican City /19 /19 /32 /32  
Venezuela /10 /10 +/14 +7.2% /28 /28 +/32 +6.7% 56 58 +2 +3.6% 112 120 +8 +7.1%

Viet Nam /9 /8 +/10 +82% /29 /28 +/31 +20% 87 107 +20 +23% 250 366 +116 +46%

Wallis and 
Futuna /21 /20 +/22 +50%  1 1 1 1 

Yemen /17 /17 +/18 +57%  /32 +/32 new 2 2 7 7 

Zambia /16 /15 +/16 +163%  /31 +/31 new 7 12 +5 +71% 9 19 +10 +111%

Zimbabwe /17 /17 +/21 +5.3% /32 /31 +/32 +100% 7 12 +5 +71% 14 28 +14 +100%

Aland Islands /20 /20  1 1 2 2 

Total /1 /1 +/4 +8.2% /15 /15 +/20 +3.9% 44995 49667 +4,672 +10% 147633 179697 +32064 +22%
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APPENDIX 2: INTERNET EXCHANGE POINT REGIONAL FIVE-YEAR STATISTICS 

 
  Internet Exchange Points  Domestic Bandwidth Production 

Region Apr 
2006 

Apr 
2011 

Net 
Change 

Percent 
Change 

Apr 
2006 

Apr 
2011 

Net 
Change 

Percent 
Change 

Africa 18 22 +4 +22% 159M 3.22G +3.06G +1921%

Asia-Pacific 60 76 +16 +27% 636G 1.13T +497G +78%

Europe 85 137 +52 +61% 797G 6.28T +5.49T +688%

Latin America 20 34 +14 +70% 4.81G 62.3G +57.4G +1193%

North America 76 88 +12 +16% 121G 885G +764G +634%

Total 259 357 +98 +27% 1.56T 8.37T +6.81T +81%
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APPENDIX 3: INTERNET EXCHANGE POINT NATIONAL FIVE-YEAR STATISTICS 

 
  Internet Exchange Points Domestic Bandwidth Production 

Country Apr 
2006 

Apr 
2011 

Net 
Change 

Percent 
Change 

Apr 
2006 

Apr 
2011 

Net 
Change 

Percent 
Change 

Angola 1 1 3M +3M new

Argentina 1 1 529M 1.42G +893M +169%

Australia 10 11 +1 +10% 358M 3.52G +3.17G +885%

Austria 1 2 +1 +100% 8G 51.1G +43.1G +539%

Bahrain 1 +1 new  

Bangladesh 2 2 10M 94.3M +84.3M +843%

Belgium 2 2 6.22G 34.8G +28.5G +458%

Botswana 1 1  

Brazil 9 19 +10 +111% 3.47G 54.7G +51.2G +1478%

Bulgaria 2 +2 new 53.2G +53.2G new

Cambodia 1 1 1.9M 3M +1.1M +58%

Canada 2 2 3.03G 63.5G +60.5G +1998%

Chile 1 1  

China 2 3 +1 +50% 35G 131G +96.5G +276%

Colombia 1 1 690M 6G +5.31G +770%

Congo-Kinshasa 1 1  

Cote D'Ivoire 1 1 399K 4M +3.6M +903%

Croatia 1 1 117M 922M +805M +689%

Cuba 1 1 50M 50M 

Cyprus 1 1 10M 10M 

Czech Republic 1 3 +2 +200% 15G 169G +154G +1024%
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Denmark 1 1 8.14G 20.6G +12.5G +153%

Dominican Republic 1 +1 new  

Ecuador 2 2 40M 40M 

Egypt 1 2 +1 +100% 12M 261M +249M +2076%

Estonia 1 2 +1 +100% 1.9G 1.42G -479M -25%

Finland 2 2 11.6G 29.5G +18G +155%

France 9 15 +6 +67% 39.5G 45.4G +5.9G +15%

Germany 11 14 +3 +27% 74.6G 1.49T +1.42T +1901%

Ghana 1 1  

Greece 1 1 949M 9.88G +8.93G +941%

Haiti 1 +1 new 2K +2K new

Hungary 1 1 23.5G 134G +111G +472%

Iceland 1 1 1.07G 6.8G +5.74G +539%

India 4 7 +3 +75% 686M 8.33G +7.64G +1115%

Indonesia 5 7 +2 +40% 3.4G 3.4G +20K

Ireland 1 3 +2 +200% 1G 11.1G +10.1G +1009%

Israel 1 1 669M 2.55G +1.88G +280%

Italy 4 7 +3 +75% 23.2G 108G +84.4G +364%

Japan 14 16 +2 +14% 289G 535G +247G +85%

Kenya 1 1 12.7M 98.8M +86.1M +675%

Korea 4 4 302G 444G +142G +47%

Laos 1 +1 new 1M +1M new

Lebanon 1 +1 new 8.34M +8.34M new

Lithuania 1 +1 new  

Luxembourg 1 2 +1 +100% 102M 2.38G +2.28G +2235%

Malawi 1 +1 new  

Malaysia 1 +1 new 838M +838M new

Malta 1 1  

Mauritius 1 1  
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Mongolia 1 1  

Mozambique 1 1 4.14M 5M +864K +21%

Nepal 1 1 15M 19.2M +4.23M +28%

Netherlands 5 5 230G 1.35T +1.12T +486%

Netherlands Antilles 2 +2 new 1.49M +1.49M new

New Zealand 5 7 +2 +40% 447M 540M +92.7M +21%

Nicaragua 1 1  

Nigeria 1 2 +1 +100% 196K +196K new

Norway 1 2 +1 +100% 8.61G 34G +25.4G +295%

Pakistan 1 +1 new 3.6M +3.6M new

Panama 1 1  

Paraguay 1 1 40M 40M 

Peru 2 2  

Philippines 1 2 +1 +100% 3.3M +3.3M new

Poland 2 5 +3 +150% 6.57G 206G +200G +3036%

Portugal 1 1 2.77G 7.52G +4.75G +171%

Puerto Rico 1 +1 new  

Romania 1 2 +1 +100% 1.94G 31G +29G +1501%

Russia 4 14 +10 +250% 9.23G 687G +678G +7350%

Saudi Arabia 1 +1 new  

Singapore 2 3 +1 +50% 218M +218M new

Slovakia 1 2 +1 +100% 3.12G 42.3G +39.2G +1257%

Slovenia 1 1 13.9G 24.3G +10.4G +75%

South Africa 3 3 126M 2.81G +2.68G +2126%

Spain 6 6 152G 318G +166G +109%

Sri Lanka 1 1  

Swaziland 1 1 126K 256K +130K +103%

Sweden 8 12 +4 +50% 50.6G 241G +190G +377%

Switzerland 3 3 3.4G 25.1G +21.7G +637%
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Taiwan 4 4 3.56G 3.22G -345M -10%

Tanzania 1 2 +1 +100% 2.4M 9.56M +7.16M +298%

Thailand 1 1 1.7G 1.7G 

Turkey 1 +1 new  

Uganda 1 1 1.34M 29.4M +28.1M +2088%

Ukraine 2 5 +3 +150% 11.9G 289G +277G +2326%

United Kingdom 9 12 +3 +33% 87G 853G +766G +880%

United States 74 85 +11 +15% 118G 821G +704G +599%

Viet Nam 2 2 300M 300M 

Zambia 1 1  

Zimbabwe 1 1  

Total 259 357 +98 +27% 1.56T 8.37T +6.81T +81%
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APPENDIX 4: COUNTRIES AND TERRITORIES STILL LACKING AN INTERNET 
EXCHANGE POINT 

 
Afghanistan Greenland Palau 
Albania Grenada Palestine 
Algeria Guadeloupe Papua New Guinea 
American Samoa Guatemala Pitcairn 
Andorra Guernsey Qatar 
Anguilla Guinea Reunion 
Antigua and Barbuda Guinea-Bissau Saint Barthelemy 
Armenia Guyana Saint Helena 
Aruba Heard and McDonald Islands Saint Kitts and Nevis 
Azerbaijan Honduras Saint Lucia 
Bahamas Iran Saint Martin 
Barbados Iraq Saint Pierre and Miquelon 
Belarus Isle of Man Saint Vincent and the Grenadines 
Belize Jamaica Samoa 
Benin Jersey San Marino 
Bermuda Jordan Sao Tome and Principe 
Bhutan Kazakhstan Senegal 
Bolivia Kiribati Serbia 
Bosnia and Herzegovina Kuwait Seychelles 
Bouvet Island Kyrgyzstan Sierra Leone 
British Virgin Islands Lesotho Solomon Islands 
Brunei Liberia Somalia 
Burkina Faso Libya South Georgia and South Sandwich 
Burundi Liechtenstein Sudan 
Cameroon Macao Suriname 
Cape Verde FYR Macedonia Svalbard and Jan Mayen 
Cayman Islands Madagascar Syria 
Central African Republic Maldives Tajikistan 
Chad Mali Timor-Leste 
Christmas Island Mariana Islands Togo 
Cocos Islands Marshall Islands Tokelau 
Comoros Martinique Tonga 
Congo Brazzaville Mauritania Trinidad and Tobago 
Cook Islands Mayotte Tunisia 
Costa Rica Mexico Turkmenistan 
Djibouti Micronesia Turks and Caicos 
Dominica Moldova Tuvalu 
El Salvador Monaco United Arab Emirates 
Equatorial Guinea Montenegro Uruguay 
Eritrea Montserrat US Virgin Islands 
Ethiopia Morocco Uzbekistan 
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Falkland Islands Myanmar Vanuatu 
Faroe Islands Namibia Vatican City 
Fiji Nauru Venezuela 
French Guiana New Caledonia Wallis and Futuna 
French Polynesia Niger Western Sahara 
Gabon Niue Yemen 
Gambia Norfolk Island Yugoslavia 
Georgia North Korea Aland Islands 
Gibraltar Oman  
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ANNEX 1 
 

SURVEY OF CHARACTERISTICS OF INTERNET CARRIER 
INTERCONNECTION AGREEMENTS 76 

 
The Internet, or network of networks, consists of 5,039 Internet Service Provider (ISP) or carrier 

networks, which are interconnected with one another in a sparse mesh.77 Each of the interconnecting links 
takes one of two forms: transit or peering. Transit agreements are commercial contracts in which, typically, 
a customer pays a service provider for access to the Internet; these agreements are most common at the 
edges of the Internet. Transit agreements have been widely studied and are not the subject of this report. 
Peering agreements—the value-creation engine of the Internet—are the carrier interconnection agreements 
that allow carriers to exchange traffic bound for one another’s customers; they are most common in the 
core of the Internet. This report examines and quantifies a few of the characteristics of Internet peering 
agreements. 

The Survey 

In preparing this report, we analysed 142,210 Internet carrier interconnection agreements. We 
collected our data by voluntary survey, distributed globally through all of the regional Network Operators 
Groups between October 2010 and March 2011. The responses we received represented 4 331 different 
ISP networks, or approximately 86% of the world’s Internet carriers, incorporated in 96 countries, 
including all 34 OECD member countries and seven of the 48 UN Least Developed Countries. For each 
agreement, in addition to the identities of the carriers party to the agreement, we asked the following three 
questions: 

• Is the agreement formalized in a written document, or is it a “handshake” agreement? 

• Does the agreement have symmetric terms, or do the parties exchange different things? 

• What is the country of governing law of the agreement? 

• In addition, we made the following determination for each agreement: 

• Is the agreement bilateral or multilateral? 

In 1,032 cases, both parties to the same agreement responded to our survey, and in 99.52% of those 
cases, both parties’ answers to each of the three questions were identical. We believe that, among other 
things, this indicates that respondents understood the questions clearly and were able to answer 
unambiguously and accurately. 
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Figure A1.1. Top thirty countries of incorporation of the represented networks, as a percentage of those in the 
dataset. 

 
Source: Packet Clearing House. 
 

The largest number of networks represented in the dataset were incorporated in the United States 
(466), followed by Russia (337), the United Kingdom (239), Germany (209), and Brazil (165). On the long 
tail of the curve, 45, or nearly half, of the countries were represented by three or fewer networks. The line 
in Figure A indicates the total number of networks incorporated in each country; the area indicates those 
represented in the responses to our survey. In most countries, a significant and relatively uniform majority 
of the networks are represented in our data, but our coverage in the United States (30%) and Russia (52%) 
was disproportionately small relative to other countries, and this does slightly affect the results of some of 
our country-specific analyses of these two countries, as we discuss later. 

Informal agreements 

Of the total analysed agreements, 698 (0.49%) were formalized in written contracts. The remaining 
141 512 (99.51%) were “handshake” agreements in which the parties agreed to informal or commonly 
understood terms without creating a written document. The common understanding is that only routes to 
customer networks are exchanged, that BGP version 4 is used to communicate those routes, and that each 
network will exercise a reasonable duty of care in co-operating to prevent abusive or criminal misuse of the 
network.78 This huge number of informal agreements are arrived at by the “peering co-ordinators” or 
carrier-interconnection negotiation staff of the networks, often at self-organised regional or global “peering 
forums” that take place many times each year.79 

Symmetric terms 

Of the agreements we analysed, 141 836 (99.73%) had symmetric terms, in which each party gave 
and received the same conditions as the other; only 374 (0.27%) had asymmetric terms, in which the 
parties gave and received conditions with specifically defined differences. Typical examples of asymmetric 
agreements are ones in which one of the parties compensates the other for routes that it would not 
otherwise receive (known as “paid peering”),80 or in which one party is required to meet terms or 
requirements imposed by the other (“minimum peering requirements”).81 In the more common symmetric 
relationship, the parties to the agreement simply exchange customer routes with each other, without 
settlements or other requirements.82 

Governing law 

No interconnection agreements were reported that utilised a country of governing law that was not 
also the country of incorporation as well as the location of primary operation of one of the two carriers 
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party to the agreement. Stated another way, in no case did the parties choose a country of governing law 
that was not one of their own countries of incorporation and primary operation. This indicates that there is, 
as yet, no country that has such compelling rule of law in the field of carrier interconnection as to 
incentivize this behaviour. Contrast this with other areas of commerce in which countries tailor regulatory 
or legislative environments to attract business as, for example, the registration of much maritime shipping 
in Panama or banks in Switzerland. 

Nonetheless, clear preferences were expressed in the data, with the distribution of countries of 
governing law being sparser than the distribution of countries of incorporation and operation. In other 
words, some countries’ governing law was preferred to a greater degree than their frequency as a country 
of incorporation would suggest, whereas others were preferred for governing law less frequently than they 
appeared as a country of incorporation. 

Figure A1.2. Probability of selection as an economy of governing law, ten most-likely and ten least-likely 
economies 

 
Source: Packet Clearing House. 
 

When we compare the frequency of appearance as a country of incorporation to the frequency of 
selection as a country of governing law (Figure A1.2), in nearly every interconnection agreement in which 
one of the two parties is incorporated in the United States or Canada that country is selected as the country 
of governing law in preference to the country of incorporation of the other party to the agreement. At the 
opposite end of the spectrum, there were no agreements in the dataset in which Russia, Romania, or the 
Ukraine was selected to supply governing law for an agreement with a country outside this group of three, 
even though 337 Russian, eighteen Ukrainian, and eight Romanian networks are represented in the dataset. 
Each time a Russian, Romanian, or Ukrainian network interconnected with a foreign network, the parties 
elected to use the other country’s governing law. 

National interconnection partners 

Looking solely at the frequencies with which pairs of countries of incorporation appear within the 
dataset, it is possible to chart the relative number of connections between any country and all others. By 
way of example we chart the most frequent interconnection partners (those consisting of more than 1%) of 
each of the four countries that are most frequently represented in our dataset—the United States, Russia, 
the United Kingdom, and Germany (Figure A1.3). 
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Figure A1.3. Trends in peering partners, selected countries 

 
Source: Packet Clearing House. 
 

Among these partners, linguistic cohorts, geographically proximal neighbours, and frequent 
commercial trading partners are favoured. The only real surprise is the relatively small share of domestic 
interconnection agreements observed within Russia, and we believe that this can be attributed to a selection 
bias in the dataset rather than to actual conditions on the ground; though we received many survey 
responses from networks that interconnect with United States and Russian networks, fewer were received 
from United States and Russian networks themselves, which would account for their relatively low shares 
of domestic interconnections. 

Degree of interconnection 

Most of the networks represented have small numbers of interconnection partners. Of the 4 331 
networks, 2 696 (62%) have ten or fewer interconnection agreements, and only twelve of the represented 
networks have more than 700 interconnection agreements. 
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Figure A1.4. Distribution of number of networks (X axis) with each quantity of interconnection partners (Y 
axis) 

 
Source: Packet Clearing House. 
 

A number of “spikes” are visible in the distribution graph (Figure A1.4), with major ones appearing 
clustered around the values 144, 154, and 271. These are the effect of large multilateral peering agreements 
(MLPAs), specifically the ones associated with the Hong Kong, China, Warsaw, and Frankfurt Internet 
exchange points.  

Figure A1.5. Expanded view of the Y axis range 140–160 from Figure 4, detailing the Hong Kong, China and 
Warsaw MLPAs 

 
Source: Packet Clearing House. 
 

In each case, there exist a large number of networks that all peer with each other, creating a spike at 
that value, which trails off as a function of the portion of those networks that also have other 
interconnection agreements. To some degree, the volume of the tail to the right of the spike varies with the 
age of the MLPA, since MLPAs that have existed longer generally include members who have had more 
time to also form bilateral agreements outside the MLPA. Generally speaking, multilateral peering 
agreements are identifiable as spikes that have similar values in both X and Y axes in Figures A1.4 and 
A1.5. 
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Unexpected results 

One unexpected result of this survey is a new understanding of the prevalence of multilateral peering. 
Multilateral peering, the exchange of customer routes within groups of more than two parties, has long 
been characterised as a practice principally engaged in by smaller networks. It has been commonly 
assumed that large networks decline to participate in multilateral peering agreements, and that multilateral 
agreements are therefore outside of the mainstream of peering practice. Although the method by which we 
collected our survey data does not allow us to compare absolute quantities of bilateral agreements to 
multilateral agreements, the majority of the Autonomous System pairs we observed were connected 
through multilateral agreements, and many of those agreements were very large, with dozens or hundreds 
of participants.83 With the exception of the cluster circled in red (which consists of “Tier-1” ISPs), each of 
the other vertical clusters in Figures A1.6 and A1.7 represents a multilateral agreement, similar to the 
spikes in Figures A1.4 and A1.5. 

Figure A1.6: Number of advertised prefixes (Y axis) over number of interconnection partners (X axis) per 
carrier 

 

Source: Packet Clearing House. 
 

It seems possible that, just as “donut peering” overtook “Tier-1” peering in the late 1990s, multilateral 
peering may now be overtaking bilateral peering, at least in sheer numbers, if not necessarily in volume of 
traffic.84 In both cases, market-dominant networks loudly derided as “peripheral” a practice that sought to 
render them irrelevant, but that practice slowly gained prevalence over time, becoming mainstream without 
ever receiving much notice. As an example, the 144 participants in the Hong Kong, China Internet 
Exchange multilateral peering agreement represent 10 296 AS-pair adjacencies, and each one of those 
participants individually exceeds the average “Tier-1” carrier in degree of interconnection. When 
articulated in writing, multilateral peering agreements tend to follow the same general form and terms as 
other peering agreements, with the sole exception of having more than two parties.85 
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Figure A1.6. Number of advertised IPv4 addresses (Y axis) over number of interconnection partners (X axis) 
per carrier 

 
Source: Packet Clearing House. 
 

Another finding of this survey, predictable on the face of it but to an unexpected degree, is how far the 
mainstream trend in number of interconnection agreements has left behind the legacy “Tier-1” networks, 
which tend to rely upon very small numbers of interconnection agreements. The circled clusters in Figures 
A1.5 and A1.6 represent the “Tier-1” ISPs, each of which has a large number of advertised IPv4 prefixes, 
and consequently a larger number of actual IPv4 addresses, yet very few interconnection partners. 
Following the red line that indicates the average correspondence between size and number of 
interconnection partners to the right, most of the “Tier-1” ISPs would have several thousand peers, if they 
were within mainstream ratios. By contrast, large content-distribution networks (“CDNs”), which have 
similar scale and degree of infrastructural investment tend to be exemplars of mainstream trends in our 
data, with very broad interconnection, both in absolute numbers and in geographic diversity. Although this 
may be self-evident, we expected to see a single order of magnitude difference between the number of 
agreements held by similarly sized networks in those two categories, whereas the actual difference was of 
two orders of magnitude. 

Further work necessary 

One weakness of this study, which provides reason for future work, is that we had relatively few 
mechanisms by which to compare the distribution of the responses we received to an objective “ground 
truth,” or to pre-existing datasets, in order to determine how statistically representative our survey 
respondents were to the Internet as a whole. Because previous studies of carrier interconnection 
agreements have been many orders of magnitude more narrowly focused than this one, they do not provide 
a statistically useful baseline against which we can characterise our dataset. A comparison against our own 
internal interconnection agreement data would have shed little light on how the survey dataset compares to 
the Internet as a whole and would have precluded including our own network’s data in the survey. 
Furthermore, there is no mechanism for directly observing all of the peering agreements that exist in the 
Internet, and thus no ground truth to compare to. We hope that our foray into characterisation of carrier 
interconnection agreements encourages researchers in the academic community to follow up with further 
work on the subject. 
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Figure A2.3. Degree of overlap in announced prefixes (Y axis) by number of geographically distinct peering 
sessions (X axis) for 500 unique AS-pairs 

 

 
Source: Packet Clearing House. 

 
In the chart of 500 unique AS-pairs which are peering at two or more geographically disparate 

locations (Figure A2.3), we see that the vast majority of ISPs advertise 100% congruent sets of prefixes 
across all locations, and those that differ between locations typically do so by only a small degree. Only a 
handful, perhaps 1%–2%, appear to be fully implementing a regional peering policy and, as it happens, 
none of those are actually legacy “Tier-1” carriers. 
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ANNEX 3 
 

CLOUD COMPUTING 

Since it was popularized by the debut of Amazon’s Elastic Cloud Computing service in August 2006, 
the broad distribution of computational resources into the “cloud” of the undifferentiated Internet has 
become a required buzzword in any discussion of the future of computing and networking. Described 
simply, cloud computing refers to the outsourcing of computational cycles and storage to remote servers 
operated by a third party. Implicit in this notion is that the consumer of the resources is unaware of, and 
does not want to be bothered with, the details of how the service is provided, where it is located, or who 
specifically is providing the service. 

One explanation for the rise of cloud computing is that it is a reaction to dot-com era ove-rinvestment 
in inefficiently utilised server hardware. As has been famously noted, a virtual inhabitant of the online 
game Second Life consumes the same amount of real-world electricity as a real-world inhabitant of Brazil, 
about 1.8m Wh/year, and produces 1.2 tons of CO2.87 Meanwhile, each Google search has been calculated 
to generate 5–10 g of CO2.88 

What is important about these figures is not the cost and impact of the successful services but that 
each unsuccessful service, each server sitting in a colocation centre idly spinning its disk while the dot-com 
company that owns it goes bankrupt, uses just as much power. The collective investment in idle and 
underutilised computational infrastructure by overly optimistic investors during the dot-com era sorely 
taxed the capacities of the supporting datacenter, electrical power, cooling, and server manufacturing 
industries and made it clear that a second round of such investment would not be possible. 

This history spurred the success of server virtualisation technologies like Xen, VMware, Parallels, and 
QEMU, which allow the creation of multiple independently administered virtual servers running on the 
same physical server at the same time. This allows the consolidation of several lightly used servers onto a 
single much more efficiently utilised physical machine while reducing the cost and labour of hardware 
management as well as the power and environmental impacts of providing service. As well, and perhaps 
more important in the long run, it abstracts the logical tasks of administering the software services from the 
physical tasks of administering the server hardware. In doing so, it makes possible a new business model: 
the outsourced provision of generic computation and storage, decoupled from the specifics of operating 
systems and software. 

The obvious providers of such a service? Those who had invested in the largest numbers of not-fully-
utilized servers and had built out management infrastructure for all of that hardware. One might conclude 
that companies like Amazon and Google, which operate vast datacenters full of their own servers, should 
be able to predict their own needs accurately and not overprovision significantly. Yet servers are discrete 
quanta, and not available in an infinite variety of configurations. Thus the computational needs and the 
storage needs of large online content providers are unlikely to match up exactly, leading to excesses of one 
or the other. In addition, providing good service requires that capacity be provided in advance of demand, 
rather than too late, and the vicissitudes of physical facility construction and the logistics of server 
procurement and installation require that substantial slack be included in provisioning timelines. Thus, the 
average server must come online substantially in advance of need, so that the late server still arrives in 
time. All of this results in a window of overcapacity, typically weighted somewhat to one side or other of 
the compute cycles versus storage line. Since the abstraction advantages of server virtualization are of 
benefit within nearly any service provider network, this excess capacity is already packaged in such a way 
that it can be easily sold, recouping some value for the power and cooling it would consume anyway. 
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Ultimately, then, cloud computing serves both those who do operate a growing physical infrastructure 
plant, and have excess capacity, and those who do not need to purchase it on an outsourced basis. 

From a network-topology perspective, cloud computing does not change traffic flows much. The 
servers (and their corresponding traffic flows) may be under more centralised ownership, but the actual 
locations are likely to still be large datacenters with good fibre connectivity to major IXPs. As with most 
developments in the use of the network, this one will increase network usage over time, as people store 
backups and content in remote datacenters rather than in local, directly attached storage. 

Likewise, the reliability of services based on cloud computing infrastructure is unlikely to be 
significantly better or worse than that of services built on traditionally owned hardware. Although the 
people operating the hardware are likely to be doing so in a much more professional manner, the degree of 
abstraction and the reduction in the alignment of incentives between the operators of the hardware and 
software both counteract that improvement. If a customer organisation truly embraces virtualisation and 
cloud computing, however, long-term reliability gains may be realised through resilience in the face of the 
rare catastrophic events that take a whole datacenter offline in the long term: an aggressively virtualised 
party could just redeploy the same servers on a different cloud computing service. 

The largest unresolved drawbacks to cloud computing are in the areas of privacy and security. 
Because cloud computing services may be provided from any location, without the knowledge of the client 
business, it is very likely that many smaller commercial consumers of cloud services are unwittingly 
violating national and regional privacy directives by transporting personally identifiable customer 
information into jurisdictions where it receives fewer protections. And because the cloud service provider 
has no insight into the nature of the content it is hosting, it also has little knowledge of the particular threats 
against it or who may or may not be authorised to observe or modify content or processes that handle it. 
Larger enterprises with internal regulatory-compliance assurance organisations are more likely to do the 
due-diligence necessary to understand that they will simply be unable to comply with privacy protection 
regulation if they utilise cloud computing services. As de-anonymisation attacks have demonstrated time 
and time again, customer data cannot be so stripped of relevant context as to be reasonably protected 
against reconstruction and correlation with other data sources.89 Cryptographic protection of entire 
computational processes and subdivision of processes across multiple unrelated clouds have been proposed 
as possible means of mitigating these problems, but both pose substantial technical challenges and remain 
relatively vulnerable to attackers who have visibility of a large portion of a customer’s processes. In other 
words, these defenses rely more upon security-through-obscurity than upon formally defensible 
mechanisms. 

Because it aggregates supply efficiently and provides a high degree of liquidity in the marketplace for 
computational and storage resources, cloud computing is valuable and is unlikely to be a passing fad. At 
the same time, it poses substantial security challenges, so it is probably not reasonable to use cloud 
computing for the handling of personally identifiable information until substantial security advances have 
been made and tested by time. 
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ANNEX 4 
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Figure A4.5. Locations of IXPs 

 
Source: Packet Clearing House. 

At the opposite end of the spectrum, the density of IXPs varies greatly by region. Out of 357 IXPs in 
the world, African ISPs have established only 22, and Latin American ISPs only 34. There are substantial 
areas, like northern Africa and central Asia, where the ISPs have established none at all. In fact, 106 
countries and territories presently have no IXP.90 By contrast, European ISPs have established 137 and 
North American ISPs have established 88.91 This means that, for instance, a Moroccan ISP can peer in 
Madrid, but a Spanish ISP cannot form a reciprocal connection in Rabat. By failing to establish an IXP 
near itself, the Moroccan ISP disadvantages itself, and consequently spends more money than necessary, 
hauling both inbound and outbound traffic to Madrid, rather than inbound only. This is only one of many 
substantial disadvantages to not having an IXP nearby. 
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ANNEX 5 
 

IPV4 ADDRESSES AND THE FUTURE GROWTH OF IXPS 

Figure A5.1. Distribution of Internet exchange points (Y axis) by number of participants (X axis)   

 
 

Source: Packet Clearing House. 

 
The bulk of the world’s IXPs currently have between ten and one hundred participants. The vertical 

red lines in Figure A5.1 indicate the boundaries of common sizes of IPv4 subnet used on IXP peering 
switch fabrics, with 256 being by far the most common size. As yet, only five IXPs have passed 256 
participants, and each has been forced to renumber the IP addresses that their participants use when they 
had to expand from a block of 256 addresses to a larger block of 512. This renumbering process is 
extraordinarily laborious, since it requires the coordination of all of the 250-some member organisations in 
a complex technical procedure. We believe that if IXPs continue to be assigned blocks of 256 addresses, as 
more of them grow into maturity, we will see an artificial constraint begin to appear: IXPs hovering just 
below a 256-participant ceiling, growth halted while they defer the artificially imposed cost of 
renumbering. Policy proposals currently under consideration within the regional Internet registries would 
ensure the continued availability of IPv4 addresses to IXPs throughout the IPv4-to-IPv6 transition period, 
but the ratification of those proposals into public policy is far from assured. 
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ANNEX 6 
 

PRACTICAL IMPLEMENTATION: MECHANISMS AND PRACTICES 

This section is a guide to the most effective mechanisms and practices for implementing the 
suggestions made in the main body of this report. 

In many ways, the process of continuously developing and making a more effective Internet economy 
is a matter of improving each portion of it in turn. This is because all of the parts are interdependent and 
each can serve as a bottleneck, halting the growth of the others. Thus, elements of the Internet economy 
must interact in an efficient manner if the economy as a whole is to continue to grow in the long term. 
Some of the key elements of a country’s Internet economy are domestic bandwidth production, in the form 
of Internet exchange points; the local-loop infrastructure operated by the Internet service providers, to 
carry bandwidth to users’ homes, schools, and workplaces; the international capacity that allows them to 
reach foreign destinations; and the publication of content that they find useful and relevant. If any of these 
are left unattended to, development will be much less than optimal. 

Internet exchange points 

Internet exchange points (IXPs) are the source of nearly all Internet bandwidth. A country that lacks 
IXPs must import Internet bandwidth from other countries that do possess them. Like factories and farms, 
they are a primary means of producing a commodity that’s potentially quite expensive to import. As a 
general rule, the cost of telecommunication services is the product of the speed of the service multiplied by 
the distance covered (i.e. speed x distance = cost). The further afield you go for your bandwidth, the more 
expensive, and slower, it will be. Thus it’s always preferable to use a local IXP, to one that’s further away. 
As a result, IXPs proliferate in areas where Internet service providers, users, and policy makers are well 
informed on matters of telecommunication economics. A corollary is that a region which has many 
functioning IXPs and produces more bandwidth than it consumes, can export bandwidth to other regions at 
a profit; the Netherlands, for example, is a large net-exporter of Internet bandwidth, using only half of what 
it produces, domestically.92  

The amortisation period of the investment required to construct an IXP is typically between two and 
twenty days. For example, if the cost of Internet transit in a country is USD 300 per megabit per second per 
month, an IXP is constructed at a cost of USD 20 000 and it produces one gigabit of bandwidth at 
inception, it’s creating USD 300 000 per month in value, and would have an amortization period of two 
days.93 

Internet exchange points typically cost between USD 2 000 and USD 50 000 to construct, depending 
how elaborate the physical facilities are, and each participating Internet service provider can expect to 
invest about that much again in upgrades to their own facilities to make efficient use of it. A more 
expensive facility is not necessarily a better one, and nearly always offers a lower rate of return on 
investment. It is invariably a better investment to build more small exchanges in more locations, than fewer 
larger ones in fewer locations. 

Internet exchange points are best located coincident with centres of population density, because this 
minimizes the average distance traveled by packets that cross them. IXPs are the natural “wire centres” or 
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hubs for communications fibre infrastructure. IXPs need not be located within datacenters (which do not 
usually occur in high-population-density city centres), though some amount of datacenter space will 
naturally form immediately adjacent to any successful IXP, despite the cost of real estate being very high 
within a dense urban core. 

Nearly any city is large enough to support an IXP; there is no set formula for determining a threshold 
of viability, but the elements to be considered are the size of the local economy and the cost of alternatives. 
The larger the local economy, the greater the demand for Internet bandwidth, and the more money there is 
to support growth. The further a city is from other IXPs, the higher the cost of Internet bandwidth, and the 
greater the beneficial impact of creating a new local source of bandwidth will be. As a rough indicator, 
there are approximately 140 IXPs in Europe, and approximately 90 in the United States; the 140th largest 
city in Europe and the 90th largest city in the United States each have about 225 000 inhabitants. Exchanges 
also fare perfectly well in towns of as few as 10 000 inhabitants if they are far removed from other 
population centres.94 

It is important that IXPs publicise their success, particularly by publishing their aggregate traffic 
volume statistics in the commonly-accepted format.95 This promotes visibility of the value they are 
creating, attracting additional participants who produce more traffic, in a virtuous cycle that further 
increases productivity and value. 

Domain name service 

The most critical service which runs atop the Internet is the Domain Name System. Domain Name 
Service (DNS, an acronym that does double-duty, standing for both System and Service) is the directory 
system that allows other services, like web sites and e-mail, to be located. Much like a telephone book, the 
DNS converts names to numeric addresses. Unlike a telephone book, the DNS is a distributed hierarchy, 
consisting of a “root,” operated by ICANN, the Internet Corporation for Assigned Names and Numbers, 
which delegates “Top Level Domains” or TLDs to national and commercial operators (for example, .ca, 
the country-code Top Level Domain, or ccTLD, for the country of Canada, is delegated by ICANN to 
CIRA, the Canadian Internet Registration Authority), which in turn delegate “second level domains,” and 
so on. Each level of this hierarchy contains information about the level below it, but generally no further.  

The consequence of this is that in order to find services like web sites and email on the Internet, it is 
necessary to be able to communicate with the root nameservers and TLD nameservers, as well as the 
nameservers immediately responsible for the domain you wish to communicate with. If, for example, you 
wish to reach the web site “www.cra.gc.ca” to read about the policies of the Canada Revenue Agency, your 
computer must first communicate with a root nameserver, then a nameserver for .ca, the Canadian ccTLD, 
then one for gc.ca, the Canadian government, then one for cra.gc.ca, the Canada Revenue Agency. If any 
of these servers in this chain are unreachable, you will be unable to find and communicate with the Canada 
Revenue Agency, regardless of whether their own servers are up and running. 

Thus it is critically important to have a reasonable selection of root and TLD nameservers well-
connected within your country or cyber-defensive boundary. In practical terms, this means making 
connections to each of your Internet exchange points available to root and TLD nameserver operators, and 
recruiting a number of them to participate in your IXPs. Particular care should be taken to ensure that 
nameservers for one’s own domains be located both within one’s borders (to serve one’s local 
constituency) and outside of one’s borders (to absorb attacks and to ensure visibility of one’s domestic 
services internationally). As an example, Kenya has servers for the .ke domain both in the IXP in Nairobi, 
and in many other IXPs around the world, and they have induced several root-server operators and nearly a 
hundred other ccTLD operators to bring servers to the IXP in Nairobi. This ensures that Kenyan Internet 
users are both well served locally and well defended internationally. 
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Local content 

As discussed above, optimisation of price/performance of Internet services consists largely of 
reducing the distance between the source and destination of any packet of data, in order to allow it to travel 
more quickly, at a lower cost. The more Internet exchange points exist, the more nearly one will happen to 
fall on the axis between any two points that constitute a source and destination of traffic. However, even 
greater gains may be made if the source and destination can be brought closer to one another. If the source 
and destination are both individuals or organizations, it is likely impractical to move them about, but if one 
end of the transaction is a server, particularly a server of non-unique information, as is the case of most 
common web servers, the data on the server may be replicated to many locations, so as to be proximal to as 
many users as possible.  

This is the principle behind Content Distribution Networks (CDNs), which replicate data to many 
servers, usually located in or adjacent to IXPs. Large CDNs like Google, Limelight, and Akamai, have 
servers in most major IXPs, and even many smaller ones, in an effort to give Internet users faster, cheaper 
access to the CDNs’ customer’s data. 

A healthy Internet commercial ecosystem ensures that both locally-produced content and content 
served by foreign organisations can be easily hosted in close proximity to every IXP. This minimizes the 
cost and distance between the content and the users whose Internet traffic crosses that IXP. 

As with Domain Name System data, other content, like local news stories, entertainment sites, and 
online “radio stations” are best served both locally and remotely. By hosting their data locally, local users 
receive optimal performance at a low price; by hosting copies of the data in remote locations as well, they 
may be able to minimize international transit costs and hold some cyberattacks at bay. 

Competition and regulation 

The Internet ecosystem has evolved in the presence of thousands of networks which simultaneously 
co-operate to produce bandwidth and compete to sell it to consumers. In this environment, more 
competition invariably produces lower prices, better performance, and greater resilience. There is no 
quality of price or performance that is improved by lessening the degree of competition. There are no 
“natural monopolies” in the Internet, and there is essentially no size of ISP that is too small to function 
efficiently and contribute positively to the Internet economy. Concentrations of bandwidth quickly become 
expensive bottlenecks, whereas broad distribution of bandwidth across many smaller competitors 
efficiently uses resources and creates a large market for infrastructural components.  

There are two ways in which ineffective regulation could hinder or retard the growth of the Internet: 
by constraining the number of providers, and by constraining the number of customers. Most frequently, 
where this is present, policy and regulatory settings fail to support competition in the local loop, by 
constraining the number of network operators who are allowed access to the public rights-of-way, and thus 
reducing the amount of fibre infrastructure that can be built. As long as a monopoly or oligopoly network 
operator believes that the regulator will protect it from competition by disallowing competitors access to 
the right-of-way, that operator will create artificially constrained supply, by installing as little fibre as 
possible; only enough to meet its own needs, and never enough to support growth of the market as a whole. 
When policy or regulation constrains the number of network operators who can build physical facilities, 
those settings are directly reducing competition and the size of the market. Turning from providers to 
customers, policy or regulatory approaches that constrain the “lower end” of the market by mandating 
minimum size, price, or quality of connections can put Internet access out of reach of less well-to-do 
potential users. It potentially does this by setting a floor on the price and making the Internet inaccessible 
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to those who cannot afford that price; this likely does very little to promote or protect consumer interests, 
while constraining the number of potential customers, and thus the size of the market. 

The primary goals of Internet regulation should be the promotion of competition and new market 
entrants, while ensuring that the underlying public rights-of-way can be inexpensively utilized by all. More 
ISPs, more IXPs, more content publishers, and more users, no matter how small each may be, is the surest 
and quickest path to growth, effectiveness, and prosperity for an Internet economy. 

International connectivity 

As a country’s domestic Internet bandwidth production increases, so too will its use of international 
transit capacity. More users accessing more content will necessarily partake of both local and distant 
services and information, and a successful local economy will necessarily attract international customers 
and attention as well. Therefore, while a successful Internet economy will produce as much bandwidth 
locally as possible, it must also provide for parallel growth in the international facilities that keep it 
connected to the world. 

This requires long-haul fibre cable systems be built, either laid across the sea-bed, or overland. Such 
fibre systems are extraordinarily expensive, often running to the hundreds of millions of USD. They are 
usually built by consortia of large international Internet and telecommunication companies, sometimes as 
few as two or three partners, and sometimes dozens. If access to these networks is made available to ISPs 
in an open and competitive environment it can provide a significant boost for growth in the overall Internet 
economy. At the same time, if access to such facilities does not exist or those facilities that do exist are 
constrained by monopoly power it can be a tremendous drag or hindrance on such growth. Where there is 
insufficient competition, policy makers and regulators need to examine what options are available to 
increase competitive access to international connectivity. 

It is important to remember that a single cable system, regardless of the number of companies 
competing to sell service on it, may still provide very little in the way of technical redundancy or 
resiliency, and lands in a specific set of other countries, which may or may not be allies. As a matter of 
national policy, then, it’s wise to encourage the construction of multiple independent systems of 
international cables, leading to as many different other countries as possible. Some of those countries may 
be able to supply bandwidth, others may be potential customers, and most will be both. 

Voice-over-IP and ENUM 

Voice-over-IP, or VoIP, refers collectively to the set of technologies used to pass voice 
communications over the Internet. This includes the protocols that allow PSTN calls to travel 
internationally, unbeknownst to caller or recipient, standards-based protocols that allow Internet-enabled 
telephones and private branch exchanges to interoperate, and even end-user applications like Skype that 
allow users to talk without considering the process as having anything to do with a telephone. VoIP has 
been embraced by OECD countries, as a technological step forward and a driver of private-sector 
innovation and commercial efficiency. VoIP has been outlawed or shunned in some countries, because of 
unwillingness of their incumbent monopolies to modernize, and the perception that VoIP use goes hand-in-
hand with reduced international call termination revenues. 

VoIP is a set of protocols and technologies, and is inherently policy-neutral. Some of the same 
telecommunication operators that strive to have VoIP illegalized for end-users take full advantage of the 
savings it affords on the wholesale side. It is a mistake to conflate the technology and protocols with tax 
and regulatory policies; they are fully independent and orthogonal. It is only when governments outlaw 
VoIP that they may lose regulatory levers over telephony. The tool by which the efficiency of VoIP is most 
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easily harnessed while maintaining regulatory policy control is called ENUM, or E.164 NUmber Mapping. 
E.164 is the ITU-T standard for number assignment in the legacy PSTN network, while DNS, or the 
Domain Name System, is the Internet standard for service discovery in the modern network. ENUM allows 
a mapping of legacy telephone numbers into the modern Internet, with complete end-user control over 
number portability, in the same way that end-users control the disposition of domain names that they own. 

Any country can, by operating an up-to-date ENUM delegation system for its E.164 country-code, 
give anyone, not just a handful of legacy telephone companies, access to telephone numbers within that 
country code, while maintaining full visibility of the inbound call disposition and length, and the ability to 
levy taxes on the inbound call termination revenue associated with those calls, rather than just those from a 
dwindling pool of legacy PSTN operators. In the long term, E.164 phone numbers are going away, because 
they don’t add any value to the calling process, but support for ENUM can give countries that are 
dependent on call termination revenue a gradual path away from that dependency, rather than an abrupt 
and immediate loss of income.  

IPv4 and IPv6 addresses and transition 

The transition from Internet Protocol version 4 (IPv4) to Internet Protocol version 6 (IPv6) 
addressing, which has been ongoing since 1995, reached a turning-point in 2011, as the stock of 
previously-unused IPv4 addresses has reached depletion in some regions.96 Access to IP addresses is 
regulated by the Regional Internet Registries on the basis of need.97 Organisations are qualified to receive 
allocations of IP addresses based upon demonstrated need and a history of responsible use. Unfortunately, 
that no longer guarantees a supply of IPv4 addresses, absent a transfer of unused addresses from a previous 
user. The transitional technologies (“NAT” and “dual stack”) that will allow the Internet to move from 
IPv4 to IPv6 require each network to use some IPv4 addresses for backwards-compatibility, as well as the 
IPv6 addresses upon which their future growth depends. This is true of new market entrants as well as 
previously-established networks. This means that national regulators who wish to understand the IPv4 
backwards-compatibility requirements of new market entrant network service providers may wish to 
communicate with their Regional Internet Registries, or even to participate in the IP address allocation 
policy development process. 
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ANNEX 7 
 

WHY HAS THE INTERNET MARKET PERFORMED SO WELL? 

The performance of the market for Internet traffic exchange stands in sharp contrast to that of inter-
carrier markets for the exchange of traditional circuit-switched traffic. Over the past five years the Internet 
market has sustained prices for connectivity that are vanishingly low compared to the wholesale prices 
commonly seen for the exchange of circuit-switched voice (time-domain multiplexed, or TDM) traffic. For 
example, Internet transit service provides what is effectively, in TDM terms, global transport and 
termination. The price of USD 2 to USD 3 per megabit per month therefore includes a traffic-weighted 
average of the call-originator’s transport costs to all the possible destinations around the world, and of the 
costs of terminating on local access networks in each country, some of which have very strong positions in 
their local markets. Stated in terms of an equivalent per-minute price for voice-over-IP (VoIP) traffic, the 
combined cost to caller and recipient is less than USD 0.0000008 per minute, five orders of magnitude less 
expensive than wholesale services providing comparable functions in TDM markets. This improvement 
has been achieved with little or no intervention by regulatory authorities. It is to be hoped that, as the 
Internet market continues to grow and new generations of equipment become more efficient, still lower 
unit prices are forthcoming. In any case, the performance already achieved is far better, by any measure, 
than anything observed in the market for circuit-switched traffic exchange. 

In most countries the exchange of circuit-switched traffic has been closely regulated by national 
authorities. In some submarkets, such as among fixed networks in Europe, this has produced modest prices 
(although still far higher than those for IP exchanges). Still, TDM markets exhibit many anomalies and 
distortions. For example, if a customer in the United States were to call a user in France using Skype, not 
including the underlying Internet access and the recipient’s costs, the call would be free if it terminated to a 
computer, USD 0.023 per minute if it terminated to a land line, and USD 0.209 per minute if it terminated 
to a mobile phone.98 It is worthy of note that the cost to the recipient of a TDM call is likewise many 
orders of magnitude higher than to one who receives a call via the Internet; while the originator and 
recipient of an Internet call share a very small cost equally, the recipient of a TDM call pays a small 
fraction of a comparatively huge cost, whether by minute or through their monthly minimum flat-rate 
charges. The result is that TDM call recipients also pay vastly more than Internet call recipients. National 
regulatory authorities in OECD countries have sought to improve the results of the TDM traffic exchange 
market that have produced these anomalies. In the United States, for example, the Federal Communication 
Commission (FCC) recently launched a proceeding to reform its inter-compensation framework for TDM 
traffic.99 European regulators have gradually pushed mobile termination rates down. At the same time, 
market participants have spent substantial resources in litigation and advocacy to influence regulation. In 
contrast, the majority of peering agreements in the Internet are carried out on a handshake basis, without 
even a written agreement (see Annex 1). 

More substantially, the anomalies in TDM prices and access arrangements have influenced the 
behaviour of consumers and providers alike. Consumers have engaged in elaborate call-back procedures to 
avoid international settlement charges, turned off their mobile phones to avoid paying for received calls, 
and established multiple wireless accounts in different countries—with different numbers and handsets—to 
avoid roaming charges and inter-carrier surcharges. Carriers, too, have often based their business decisions 
on the details of tariff and settlement schemes rather than on underlying economic factors. Extreme 
examples include the use of mobile gateways in France prior to 2004 to reoriginate fixed-to-mobile calls as 
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mobile-to-mobile calls.100 In the United States, the FCC has received complaints about “phantom traffic” 
designed to qualify for a lower inter-carrier rate by concealing the true end points of the call. “Traffic 
pumping” schemes attract calls to small rural incumbents in the United States by offering consumers 
inducements such as free conference calls. The consumer’s long-distance provider is then obliged to pay 
high access charges to the incumbent, who splits the proceeds with the conference call provider. Each of 
these abuses has typically been addressed and resolved through further regulatory action. Notably, no 
analogous schemes have developed on the Internet, since there is no settlement mechanism to be gamed. 

Although some of these extreme examples are outliers with relatively small effects on the market 
overall, inefficiencies in the wholesale market for traffic exchange can lead to major losses in social 
welfare. For example, wireless customers in the United States, where inter-carrier payments for wireless 
traffic are low, use their phones an average of 691 minutes per month. The next highest usage level 
reported in the OECD is in Israel, with 210 minutes; thirteen OECD countries report average monthly 
usage of less than 100 minutes.101 When these figures are adjusted to reflect structural differences across 
markets, the differences in usage, though narrowed somewhat, are still large. Differences in consumer 
tastes may explain some variation, but it is reasonable to believe that much of this difference in 
consumption is attributable to the inter-carrier payment arrangements and their effects on the marginal 
prices consumers face. 

An inefficient market for traffic exchange can inhibit investment or direct it to less productive uses. 
Because TDM voice traffic is declining in most markets, and new carrier voice equipment has been 
predominantly VoIP for at least ten years, the question of new investment in circuit-switched equipment is 
largely moot.102 But the rapid growth in IP traffic is creating an ongoing need for large investments to 
expand the capacity of Internet backbones as well as local broadband access networks. So far, the Internet 
model of traffic exchange has worked effectively to call forth the investment necessary to keep up with the 
explosive growth in traffic and to direct that investment to the areas where it is most productive; the 
forward-looking challenge of meeting these investment needs is discussed in the Report, under 
“Challenges for the future.” It is doubtful, though, that these results could have been achieved had the 
Internet market shared the pricing models and incentive structures of the TDM market.  

This raises the question of what factors have allowed the Internet model of interconnection to produce 
such favourable outcomes. Some of these factors are: 

Efficient packet-switched technology 

The cost of handling traffic is lower for packet-switched networks than it has been for circuit-
switched ones. This greater efficiency has made lower Internet connectivity prices possible. It is clear, 
however, that the anomalies noted above in the TDM market are not driven by differences in cost. Further, 
prices for TDM traffic exchange are higher even though in many cases most of the functions internal to 
both networks are carried out over IP, and the underlying fibre has always been the same. Thus, the 
differences in price performance observed between the two markets cannot be entirely explained by 
technical differences in unit cost; they are more completely explained by differences in the efficiency with 
which these markets have functioned. Further, market and technical efficiency are interrelated, in that the 
well-functioning Internet market, driven by a high degree of competition to deploy resources effectively, 
has played an important role in ensuring that costs are minimised. 
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Competition in Internet exchange markets 

An important factor is the degree of competition. At various points in the development of the Internet 
over the past fifteen years, there were concerns that consolidation would reduce the effectiveness of 
competition. First, it was feared that UUNET would establish a dominant position; later, that the “Tier-1” 
(backbone) carriers as a group would gain market power. In each case, the market shares of these large 
players subsequently declined as new and peripheral participants grew faster than those in the self-defined 
core.  Competition in the Internet market has proved to be remarkably resilient.  As discussed in the 
Report, the evolution of the Internet over the last five years has made its structure flatter and broader, and 
has reduced its dependence on any one player or group. 

Maintaining competitive conditions will continue to be a primary policy goal of governments. As the 
regional survey below shows, market results have improved in most regions. Yet concerns remain in some 
countries, particularly those where policies have not yet been liberalized sufficiently to open opportunities 
for new participants. Concentration also remains a concern on some undersea cable routes. 

It appears that even those players with relatively strong positions in the legacy TDM world have 
found it difficult to turn those positions into economic advantage in the exchange of Internet traffic. 
Wireless carriers who had been able to negotiate highly asymmetric termination charges for TDM voice 
traffic have not obtained similarly lop-sided terms for Internet traffic exchange. At the same time, national 
incumbents who have maintained high TDM settlement rates have more often found themselves 
purchasing transit at retail prices to route their international Internet traffic. Thus, the Internet market 
benefits not only from a high degree of competition but also from a greater resilience—the ability to obtain 
good results even where some players have a degree of market power.103 

Flexibility in arrangements  

The traditional regulatory mechanisms governing interconnection of circuit-switched networks were 
introduced early in the past century.  In a world of national incumbent networks, domestic interconnection 
was usually not an issue, and the main focus was on creating international agreements on interconnection 
and settlements.  In a few countries with regional incumbents, such as Canada and the United States, 
interconnection among those networks was also a concern, and domestic regimes of regulation were 
adopted.104 The need for regulation was driven by the lack of competition, and by the limited routing 
flexibility of early TDM networks in the routing of traffic.  Given those conditions, a refusal by one carrier 
to enter into a bilateral agreement with another could make it impossible for some subscribers to reach 
some others.  The initial goal of regulation was therefore not so much to constrain prices - international 
settlement rates, for example, were very high - but to ensure universal connectivity.  Decades later, as 
OECD countries opened their telecommunication sectors to competition, national regulators faced 
challenges in generalizing a closed system designed for incumbents to allow interconnection for new 
entrants, a process that is still unresolved in some emerging economies today.  More recently, regulators in 
some OECD countries have adopted regulation to deal with specific outcomes that were deemed 
unsatisfactory, for example in the case of wireless termination rates in Europe. 

As the commercial Internet has expanded, a new and larger universe has been created in which 
universal connectivity has also been obtained. No broadband user sending an email to another person on 
the other side of the world pauses to wonder whether her local broadband network is interconnected with 
the network of the recipient. There have been exceptions, but they generally reflect government action to 
block communication in some countries rather than failure of the market for traffic exchange. The very 
definition of the Internet is the “network of interconnected networks.” Whereas constant regulatory 
supervision has been necessary to ensure this connectivity in the circuit-switched world, it has been 
achieved largely without intervention in the Internet. 
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An important factor in this development is the inherent flexibility of routing on packet-switched 
networks. By design, individual packets within the same communication may take different paths to reach 
their destination. The Internet comprises more than five thousand networks. Although they are all 
interconnected, it would be both impractical and uneconomical for each pair of networks to have a bilateral 
interconnection arrangement. In the survey results reported in Annex 1, responses were received from 
4 330 networks, about 86% of the networks on the Internet.105 They reported 142 222 peering agreements, 
an average of 32.8 agreements for each of the entities in the survey. The actual distribution is long-tailed, 
with 62% of the respondents having ten or fewer agreements.106 It has therefore been possible to assure 
global connectivity among two billion users by means of a relatively small number of agreements, less than 
1% of a full mesh. 

Thus, unlike the TDM world  a century ago, where both competition and routing options were limited, 
in today’s Internet a refusal to deal does not result in a loss of universal connectivity. Two networks decide 
whether a bilateral agreement between them will make both better off; the agreement is adopted only if 
both parties agree that it will. In the absence of an agreement, traffic between subscribers is completed 
through an alternative route, usually by means of transit arrangements with one or more additional 
networks.107 The only question at issue when two networks negotiate is whether a bilateral arrangement 
will add value that more than justifies its cost to each party, which is itself quite low because of the 
informal nature of the agreement. The negotiation may affect the terms of trade between the parties but not 
whether traffic will be exchanged between the subscribers of the two networks. Further, compared to the 
TDM market, the range of possible outcomes with respect to the terms of trade is closely bounded, because 
transit is readily available at low prices that are themselves limited by the low alternative cost of peering.108 

This flexible market has limited the ability of terminating networks—even those that might otherwise 
have strong market positions—to extract rents. This has been a key factor in the resilience of Internet 
exchange markets. 

The market has also been a mechanism for deciding which interconnection relationships, among the 
millions of possible ones, should be implemented. It places a value on investment and innovation that 
increase the utility of a network, in the estimation of other entities on the Internet, and provides a means of 
monetizing that value through improved terms of trade in interconnection. It has thus created a virtuous 
circle of incentives for investment, innovation, and growth. 

Different players have adopted different strategies in response to these incentives. Larger networks 
that have made substantial investments seek peering partners who in their view bring similar numbers or 
value of customers to the exchange. But the cost of this self-limiting strategy has been a loss of market 
share as smaller players and new arrangements have grown around them at a faster rate. This in large 
measure explains the collective and individual decline of the market positions of the legacy backbone 
carriers over the past decade. 

At the other extreme, small players seek to reduce their transit costs by entering into as many peering 
agreements as possible, taking advantage of their ability to keep transaction costs to a minimum. In the 
PCH survey reported in Annex 1, 99.51% of the peering agreements reported were on a handshake basis, 
further reducing the cost of establishing and maintaining relationships. 

The incentives established by the Internet market have also motivated structural innovations that have 
rearranged the market over the past few years, reducing costs, eroding established positions, and resetting 
incentives over time. For example, investments in IXPs have reduced costs and attracted network 
investments to more regions around the world. The availability of IXPs has in turn facilitated further 
structural developments, such as the rapid growth of multilateral agreements shown in the survey results, 
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which have further reduced transaction costs. Investments by CDNs have improved quality, particularly in 
developing regions, but have also created efficient and cost-effective options for routing traffic. 

Minimal regulation of Internet traffic exchange 

In the history of circuit-switched networks, regulation has often played a necessary role in ensuring 
interconnection, controlling market power, and promoting competition.   On the other hand, regulation can 
often have unintended consequences. As previous OECD work in this area has recognized, “Using 
regulation to intervene in Internet interconnection may well distort a market outcome which is currently 
delivering greater provider and network diversity.” Though regulation of traffic exchange can be a tool to 
constrain market power, it can also confer market power on entities that would not otherwise have it. In 
addition to the factors discussed above—the level of competition, the flexibility of IP routing 
arrangements—the Internet market for traffic exchange has been able to produce favourable outcomes 
while it has been relatively free of regulation. In particular, because interconnection agreements have been 
entered into voluntarily, Internet traffic exchange, unlike that of TDM traffic, has not been subject to an 
obligation to interconnect. 

One analyst, Kevin Werbach, without addressing the inherent cost-benefit trade-off, has suggested 
that governments create a general obligation for Internet transit networks to interconnect, leaving specific 
terms and conditions to be negotiated. In a more limited recommendation, Packet Clearing House, in its 
work with Internet exchange points, notes that a regulatory best-practice is to merely require that any two 
carriers operating in a country “ensure that traffic between any two endpoints within the country not cross 
the national border under normal operation.” Given that universal endpoint connectivity is a policy goal, at 
first glance a requirement to interconnect would appear natural. There are two reasons why a general 
obligation as suggested by Werbach is problematic: First, it ignores the expense of constructing a full 
interconnection mesh. The Internet functions with a high degree of redundancy and resilience today, 
utilizing a surprisingly sparse interconnection mesh, with low costs as a result: Second, there is good 
reason to believe that imposing a universal obligation to interconnect would interfere with the successful 
operation of the market. 

An essential factor in the success of any market is the ability of participants to accept or decline 
proposed transactions. The most basic defense that any market participant has against unreasonable terms 
offered by another participant is to refuse to enter into the proposed transaction. This is true whether the 
participant is a consumer faced with unattractive offers or a firm faced with unreasonable terms proposed 
by a supplier or customer. Two factors could deprive market participants of the ability to make such 
choices: monopoly power in the provision of an essential good or service, or a legal or regulatory 
requirement to deal with the other party. In fact, the ability of ISPs to refuse to interconnect with any 
cohort who fails to adhere to commonly accepted norms and practices has been the primary mechanism by 
which the market enforces reasonable terms, regulates its own quality, and limits abuses like spam, 
malware, and cybercrime. 

This is the paradox presented by interconnection requirements. A refusal to deal with another entity 
can, in some circumstances, be an anticompetitive exercise of market power. In that case, a requirement to 
deal can provide a remedy. This has been the logical basis for the existing regulatory frameworks that 
govern TDM traffic exchange in OECD member countries today. On the other hand, the ability to refuse 
unreasonable terms is the essential mechanism through which markets discipline parties’ behaviour and 
impose reasonable outcomes.  In a study for the European Commission, Scott Marcus states, “We do not 
advocate an interconnection obligation as regards IP data traffic in general, and we do not see a need to 
mandate any-to-any peering; however, National Regulatory Authorities must be able to intervene if 
interconnection breaks down, especially where this is a manifestation of some form of market power. To 
be effective, this power to intervene must include the ability to cap the price of IP data interconnection.” 
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A case in the United States illustrates the risk that an obligation to interconnect may confer market 
power, even upon entities that would not otherwise have it.  In the late 1990s AT&T petitioned the FCC for 
clarification of its obligations to interconnect—for TDM traffic—under United States law. AT&T, acting 
in this case as a long-distance provider, was attempting to negotiate an agreement with a competitive local 
provider (CLEC), which proposed terms that AT&T found unreasonable, including a high per-minute 
access rate. If AT&T declined these terms, it would not have an interconnection agreement with a carrier 
that had requested one. Was this permissible under United States law pertaining to TDM traffic exchange? 
After careful review, the FCC concluded in 2001 that AT&T was obliged to enter into an agreement, upon 
request, with the competitor. In the same order, the FCC concluded that this obligation would make it 
impossible for the market to function adequately without intervention. The FCC therefore decided, 
reluctantly, to impose regulation on the access rates charged by CLECs, carriers who otherwise lacked 
market power and were not subject to any other form of rate regulation. 

In the current Internet market, if two networks do not agree on terms, then they simply do not enter 
into an agreement. But as the FCC example illustrates, if they must have an agreement, then there must 
also be some regulatory mechanism to resolve disagreements and establish terms. This may take the form 
of a tariff-setting mechanism, compulsory arbitration, or, in the FCC case cited above, comparison to a 
benchmark. Thus, an interconnection obligation does not provide the parsimonious solution that Werbach 
sought. The regulatory authority is likely instead to be drawn into the regulation of rates and terms to 
which Marcus refers. Even if this is done indirectly, such as through arbitration, the effect will be to 
overhang the process of negotiation between parties. The reaction function of each party will be based in 
large part on its expectation of the outcome if the matter goes to arbitration. Once enough precedent has 
been established to allow such expectations to converge, agreements tend to reflect terms established by 
the regulator rather than those that would be set by market competition.  

Regulatory intervention in the Internet market, therefore, carries risks. It may involve the regulatory 
authority in recurring disputes and litigation. It would substitute the rates and terms produced by the 
regulatory mechanism for those determined by the market. By establishing property rights for existing 
players, it could actually confer market power. To the extent that it is built around existing structures and 
relationships, it may inhibit evolution of new approaches, a process that has been going on more or less 
continuously since the commercial Internet began. It is exactly this morass of regulation and counter-
regulation, in which parties seek to saddle their competitors with externalities rather than focus upon 
innovation and growth, that limited the TDM market while the Internet surpassed it.  Further, experience 
has shown that once regulation is adopted, it tends to be extremely persistent, and is very difficult to 
reform or remove. 

The anomalies noted above in the TDM market have, to a large extent, been created by parties seeking 
to gain advantage by exploiting restricted competition and specific aspects of the regulatory structure 
which were undoubtedly originally intended to mitigate that lack of competition. The Internet market is 
largely free of this kind of behaviour because competition is relatively unrestricted, and every agreement is 
entered into voluntarily. If a party to a peering agreement believes that it is being disadvantaged by the 
behaviour of the other party, it can simply end the arrangement and deliver traffic by other means. If a 
policy structure were based on an obligation to maintain such arrangements, then this discipline would be 
lost. 

Today’s Internet market based on commercial agreements allows underlying economic factors to 
determine which subset of the millions of possible direct interconnection arrangements should actually be 
implemented. This market outcome has changed substantially over time through a dynamic process of 
evolution. If a regulatory obligation to interconnect were to be established, then this choice could be 
imposed unilaterally by one of the parties, which would dramatically change the dynamics of the market. It 
is extremely unlikely that the efficient outcomes produced so far would be maintained in this environment. 
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On the contrary, it is plausible to expect a form of adverse selection, since the greatest incentive to employ 
this right to demand interconnection would be in those instances where the shift in the terms of trade 
between the market outcome and the regulated one would be the greatest. 

More generally, introducing the structures and incentives of the TDM market to the Internet 
environment would undermine the mechanisms that have allowed the market to call forth the substantial 
investments necessary to keep up with the dramatic growth of the Internet and to direct those resources 
where they can do the most good. 

All of these reasons suggest that governments should approach any call for increased regulation of the 
Internet market with great caution, and with an appreciation for the risks involved. This does not mean that 
governments should accept uncompetitive outcomes, and in general this has not been necessary, since 
market performance has so far been very good. 
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