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Indicator models of real GDP growth in selected OECD countries 

Accurate and timely information on the current state of economic activity is an important requirement for the 
policymaking process. Delays in the publication of official statistics mean that a complete picture of economic 
developments within a particular period emerges only some time after that period has elapsed. The research 
described in this paper develops a set of econometric models that provide estimates of GDP growth for a 
number of major OECD countries and zones in the two quarters following the last quarter for which official data 
have been published. These models exploit the considerable amount of monthly conjunctural information that 
becomes available before the release of official national accounts data.  Information is incorporated from both 
‘soft’ indicators, such as business surveys, and  ‘hard’ indicators, such as industrial production and retail sales, 
and use is made of different frequencies of data and a variety of estimation techniques. An automated procedure 
is developed allowing the indicator models to be run at any point in time at which new monthly data are 
released and the performance of a number of different models is examined in a recursive out-of-sample exercise 
over the period to 1998-2002. A clear overall conclusion is that it is not optimal to employ a single, fixed 
coefficient, indicator model for each country at all points in time. Instead it is preferable to have a suite of 
indicator models that can be updated automatically as new data appears, with the appropriate choice of model 
varying over time according to the information set available. 

JEL classification: C52, C53, E37 
Keywords: Indicator models, bridge equations, monthly data, short-term economic forecasts 

***** 

Modèles de prévision de la croissance du PIB réel dans certains pays de l’OCDE, à l’aide d’indicateurs 
conjoncturels 

Disposer d’information précise et à jour sur la situation courante de l’économie est une exigence fondamentale 
dans le processus de décision économique. Les délais dans la publication des statistiques officielles signifient 
qu’un tableau complet des évolutions économiques au cours d’une période particulière n’est seulement 
disponible que quelques temps après la fin de cette période. Les travaux décrits dans cet article présentent un 
ensemble de modèles économétriques permettant d’estimer la croissance du PIB dans certaines grandes 
économies ou zones de l’OCDE  à un horizon de deux trimestres après le dernier trimestre publié. Ces modèles 
utilisent une masse importante d’information conjoncturelle mensuelle disponible avant la publication des 
données officielles de comptes nationaux. Cette information provient à la fois d’indicateurs ‘mous’ comme les 
enquêtes d’opinion ou d’indicateur ‘durs’ comme la production industrielle ou les ventes de détail. Différentes 
fréquences et méthodes d’estimations sont utilisées. Une procédure automatique est mise en place afin de 
pouvoir simuler les modèles d’indicateurs conjoncturels à la publication de chaque nouvelle information 
mensuelle et les performances des différents modèles sont analysées à l’aide d’une procédure récursive utilisant 
des données hors période d’estimation sur la période 1998-2002. Une conclusion générale des travaux est qu’il 
est sous-optimal d’utiliser un unique modèle, à coefficients fixes pour chaque pays à chaque point dans le 
temps. En revanche, il est préférable d’utiliser une succession de modèles d’indicateurs conjoncturels qui peut 
être mise à jour rapidement à la publication de nouvelles données, le choix du modèle variant dans le temps et 
dépendant de l’ensemble d’information disponible. 
 
Mots clefs : Modèles d’indicateurs conjoncturels, équations de passage, données mensuelles, prévisions 
économiques à court terme 
Classification JEL : C52, C53, E37 
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Indicator Models of Real GDP Growth in Selected OECD Countries 

Franck Sédillot and Nigel Pain1 

1. Introduction and summary 

1. Accurate and timely information on the current state of economic activity is an important 
requirement for the policymaking process. Delays in the publication of official statistics mean that a 
complete picture of economic developments within a particular period of time emerges only some time 
after that period has elapsed. Thus considerable resources are, at times, devoted to making an assessment 
of the immediate past and the current conjuncture as well as projections about future developments. In 
practice, a regular flow of information is provided by the large number of quantitative and qualitative 
indicators that appear each month for different sectors of the economy. One challenge for policymakers is 
to put these together in a consistent manner to obtain a picture of the overall state of the economy. 

2. The needs of policymakers have led recently to the development of a number of new statistical 
indicators. For instance, for the euro area, the European Commission now releases short-run quarterly GDP 
estimates each month,2 the CEPR produces a monthly coincident indicator (EuroCOIN) and the 
EUROFRAME group has developed a quarterly GDP growth indicator which is published regularly in the 
Financial Times.3 A number of national statistical agencies have also reduced considerably the lag between 
the end of the quarter and the time of the first official publication of national accounts estimates for that 
quarter. Advance quarterly GDP estimates are now produced in the United States and the United Kingdom 
within four weeks of the end of the quarter, and monthly GDP estimates are made in Canada and Finland. 
For the euro area, Eurostat has recently started producing a flash estimate available six weeks after the end 
of the quarter.4 Nonetheless there are obvious limits to the extent to which this lag can be shortened, given 
the need to strike a balance between the timeliness and the accuracy of the preliminary estimates. 

3. The research described in this paper develops a set of econometric models that provide estimates 
of GDP growth for a number of major OECD countries and zones in the two quarters following the last 
quarter for which official data have been published. These models seek to exploit the considerable amount 
of conjunctural information that becomes available before the release of the official national accounts data. 
Information is incorporated from both ‘soft’ indicators, such as business surveys, and ‘hard’ indicators, 
such as industrial production and retail sales, and use is made  of different frequencies of data and a variety 
of estimation techniques.5  

                                                      
1 . Macroeconomic Analysis and Systems Management Division, OECD Economics Department  The authors 

are grateful to Jørgen Elmeskov, Michael Feiner, Michael Kiley and Pete Richardson for helpful comments 
and suggestions and to Rosemary Chahed and Jan-Cathryn Davies for their assistance in preparing the 
document. All views expressed are those of the authors and should not be taken as representing those of the 
OECD. 

2. See the European Commission: 
http://europa.eu.int/comm/economy_finance/indicators/euroareagdp_en.htm 

3. See http://www.euro-frame.org  

4. See EUROSTAT: http://europa.eu.int/comm/eurostat/Public 

5 . The use of regression techniques to identify indicator series that are closely related to GDP growth over the 
economic cycle as a whole differs from the longstanding approach used to produce the OECD Composite 
Leading Indicator series. The latter are constructed using a set of 5-10 variables for each country that have 
been observed to be closely related to past turning points in a proxy reference series such as GDP or, more 
typically, industrial production. Detailed information on the Composite Leading Indicator series is 
available at http://www.oecd.org/std/cli  
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4. There are a number of ways in which it is possible to use monthly data when making projections 
of a quarterly aggregate. If a quarterly forecasting model already exists, then one option would be to derive 
an optimal pooled forecast by combining the predictions from that quarterly model with the predictions 
from higher frequency models aggregated up to a quarterly basis (Corrado and Greene, 1988).6 This 
approach provides a means by which conjunctural monthly information can be taken into account, but 
leaves open the questions as to which indicator series should be used and the means by which quarterly 
projections can be made from the high frequency models when only partial information is available for the 
current quarter. 

5. A second possible approach that is sometimes used to  assess short-run developments is to 
construct coincident (and leading) indicator series by combining and summarizing the information in a 
large number of different monthly data series, an idea initiated and popularized by Stock and Watson 
(1989, 1991 and 2002) and developed further by Forni et al. (2000). The National Activity Index for the 
United States, issued monthly by the Chicago Fed, provides a real-time example of this approach.7 But 
such indicators, which have the virtue of seeking to maximize the largest feasible information set, can be 
unduly complicated and difficult to understand. This is especially so if there is ever a need to undertake a 
‘post-mortem’ exercise to evaluate the factors responsible for past forecast performance. 

6. The methodology followed in this paper therefore concentrates on a smaller range of potential 
indicator variables, although it also exploits the information in these series in order to derive a consistent 
quantitative picture of the state of the economy. High frequency indicators are recast into quarterly GDP 
figures using univariate or multivariate ‘bridge’ models. Although this approach has already been utilized 
in other empirical studies for some OECD member economies (see, for example, Bovi et al. (2000), 
Ingenito and Trehan (1996) and Parigi and Schlitzer (1995)), we build on these existing studies by seeking 
to address four issues simultaneously: the data selection process, the optimal combination of variables, the 
treatment of staggered monthly data releases and the optimal means of model selection. 

7. The methodology used has a number of important features. The procedures used to select the data 
and the model are automated and identified clearly as, for instance, in Camba-Mendez et al. (2001) and 
Bovi et al. (2000), and the techniques and variables employed are similar across countries, allowing the 
approach to be replicated readily for other countries. The means by which staggered monthly (or quarterly) 
data releases can be incorporated is also addressed. This ensures that the indicator models can be run at any 
point in time at which new monthly data are released. By contrast, most of the existing indicator models in 
the literature are based on quarterly aggregates of monthly indicators and therefore can be run only once 
data are available for the entire quarter. Finally, the selected models for each country have been estimated 
recursively over the period 1998Q1-2002Q4, allowing tests of their out-of-sample forecast performance to 
be undertaken and measures of the uncertainty around their point estimates to be calculated. Tests for 
multiple forecast encompassing have also been conducted. In addition, forecast directional accuracy is also 
assessed by investigating the ability of each model to predict whether GDP growth accelerates or 
decelerates from one quarter to the next. 

8. Seven main findings emerge from the work reported in this paper: 

•  For current quarter forecasts, that is forecasts made at or after the start of the quarter to which 
they relate, estimated indicator models appear to outperform autoregressive time series models, 
both in terms of size of error and directional accuracy. These differences are statistically 

                                                      
6. See also Miller and Shin (1996), Ruey and Chung (1996) and Stark (2000). 

7. http://www.chicagofed.org/economicresearchanddata/national/index.cfm  
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significant in most countries. This suggests there are clear gains from developing empirical 
indicator models.  

•  Quarterly models do not provide especially timely estimates of current and one-quarter ahead 
GDP growth, as projections cannot be made until quarterly data on the indicators are available. 
An approach which combines different frequencies of data and different types of models is 
shown to be able to provide more accurate near-term projections at any point of time based on the 
most recently published monthly conjunctural information. 

•  The main gains from the monthly approach start to appear once one month of data is available for 
the quarter being forecast. This is typically two to three months before the publication of the first 
official outturn estimate for GDP. This finding is in line with other empirical studies that have 
been conducted on this topic.8 

•  For one-quarter ahead projections, the performance of the estimated indicator models does not 
appear noticeably better than that of time series models until one to two months of information 
become available in the quarter preceding the one for which the forecast is being made. However 
there are some modest gains in terms of directional accuracy from using the indicator models. 

•  The most suitable model for any given information set and any fixed forecast horizon, varies both 
across countries and across time. For the current quarter, models either with hard indicators 
alone, or with hard indicators combined with survey information, outperform models that use 
only survey data. The pure hard indicator model appears the most suitable for the United States 
and the euro area, whereas some form of combined model, either through estimation or through a 
consensus of the different model forecasts, appears more suitable for Germany, France, Italy and 
the United Kingdom. For the one-quarter ahead forecasts, the inclusion of hard indicator data for 
the quarter in which the forecast is being made appears to add little to the information provided 
by surveys. Survey data appear to contain especially useful information in France and Italy. 

•  There are clear limits to the ability of any estimated model to forecast the quarterly rate of GDP 
growth precisely. Even when a complete set of monthly indicators are available for a quarter, the 
70 per cent confidence band (approximately 1 standard error) around any point estimate for GDP 
growth in that quarter is found to range from 0.4 to 0.8 percentage points, depending on the 
country or region being forecast. The degree of uncertainty around a point estimate is also found 
to widen as the forecast horizon lengthens. 

•  The forecast errors for Germany and the United States are noticeably larger than for the other 
countries considered. This appears to stem from the larger standard deviation of quarterly GDP 
growth in these economies over the post-sample evaluation period. 

A clear overall conclusion that emerges from the work is that it is not optimal to employ a single, fixed 
coefficient, indicator model for each country at all points in time. Instead, it is preferable to have a suite of 
indicator models that can be updated automatically as new data appears, with the appropriate choice of 
model varying over time according to the information set available. 

9.  One potential caveat that should be noted is that the forecast evaluations undertaken in this paper 
have all been carried out with data series as currently estimated by statistical offices. In real time, 

                                                      
8.  Examples for the United States include Corrado and Greene (1988), Preston and Miller (1989), Rathjens 

and Robin (1993), Miller and Shin (1996) and Stark (2000). Salazar and Weale (1999) report a similar 
result for the United Kingdom. For the Euro area, see Rünstler and Sédillot (2003). 
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practitioners use data which is frequently revised or subject to methodological changes in their 
compilation. It is well known that such changes can have important implications for any assessment of 
real-time forecasting performance. For the United States, Stark and Croushore (2000) conclude that 
findings on the relative forecasting performance of different models based on final data releases do not 
necessarily carry over to real time data. Koenig et al (2001) argue that forecasting equations should be 
estimated from real-time data rather than from final data releases. 

10. The structure of this paper is as follows. Section 2 describes the modeling strategy employed, 
discussing the choice of data frequency, the types of models estimated, the procedures used to select the 
indicator variables used and the tests employed to evaluate out-of-sample forecast performance. The main 
empirical results are summarized in Section 3, which reports the indicator variables selected for each 
country and the comparative performance of each of the different types of indicator models estimated. 
Section 4 provides a discussion of a number of practical problems that can arise when seeking to use the 
indicator models on a real-time basis. Some further concluding comments and possible extensions to the 
present work are contained in Section 5. 

2. The modelling strategy 

11. This section describes the overall modeling strategy employed in the study. There are four key 
features of this strategy. First, the modeling framework developed is comprehensive, allowing forecasts to 
be generated and compared from a large number of different techniques. These range from quarterly 
predictions using published quarterly data, through to quarterly predictions generated from a limited subset 
of monthly information. Second, the variables employed are selected according to a strictly defined 
process. Third, the models used are estimated with a procedure that determines automatically the optimal 
combination of current and lagged variables. Finally, various statistical tests are employed to gauge the 
forecasting capabilities of each estimated model. We discuss each of these features in turn. 

2.1 The data set 

12. The set of possible indicators investigated includes ‘soft’ indicators, such as business surveys, 
‘hard’ indicators, such as industrial production and retail sales, and financial variables. A comprehensive 
list of the variables considered is given in Annex 1. All the data used are seasonally adjusted and in many 
countries both the GDP and the hard indicator series also include working day adjustments. Although 
many hard indicators are direct components of GDP, this need not mean that other types of indicators do 
not contain useful information as well. Both soft and financial indicators are released on a timely basis, 
often two weeks or more before the monthly hard indicators. Moreover, their initial outturn is subject to 
little, if any, revision. It is therefore perhaps not surprising that many empirical studies have found that 
survey and financial indicators contain useful information that can help to predict real GDP growth in 
many OECD countries.9 In some countries, such as France and Germany, survey data are used extensively 
to provide a “benchmark” for current and one quarter ahead real GDP growth (or industrial production), 
see, for example, Herkel-Rousse and Prioux (2002) and Langmantel (1999). 

                                                      
9. Examples of studies that utilize survey indicators include Brochner-Madsen (1993), Irac and 

Sédillot (2002), Mourougane and Moreno (2002), Rahiala and Teravirsta (1993) and Reynaud and 
Scherrer (1996). Authors who have found financial market measures, such as the yield spread, to have 
predictive power include Davis and Fagan (1997), Estrella and Hardouvilis (1991), Estrella and Miskin 
(1998), Harvey (1991) and Plosser and Rouwenhorst (1994). Britton and Pain (1992) use both types of 
variables. 
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13. Explicit measures of the actual level of economic activity should contain more information than 
surveys of intended activity. However, compared with survey data (or financial data), ‘hard’ indicators 
suffer from two major drawbacks. First, they are less timely. For instance, in many countries the first 
release of GDP figures for quarter T is published soon after the publication of industrial production figures 
for the third month of quarter T. Second, the information they convey is generally relevant only for the 
quarter to which they relate. Thus hard indicators are more likely to be of use at times when monthly 
information is not available for the whole quarter. This implies that a statistical approach which combines 
monthly and quarterly data may potentially be of use. Such an approach is exploited in this paper. 

2.2 The modeling approach 

14. An initial choice which has to be made in any exercise of the kind undertaken here, concerns the 
type of models that are to be estimated. In this paper three different approaches are outlined - single 
equation quarterly ‘bridge’ models, Vector Autoregressive (VAR) models and auxiliary models that allow 
quarterly and monthly data to be mixed. Each of these has been employed in the subsequent empirical 
exercise. 

Quarterly Bridge Models 

15. Bridge models are ones in which high frequency indicators are recast into quarterly GDP figures 
using single equation techniques. Models of this type have been utilized in empirical studies for both the 
largest OECD countries, as well as for the euro area as a whole. Some recent examples include Ingenito 
and Trehan (1996) for the United States, Bovi et al. (2000), Parigi and Schlitzer (1995), Van Rooij and 
Stokman (2000), and for the euro area, Baffigi et al. (2002), Grasmann and Keereman (2001) and Rünstler 
and Sédillot (2003). These models are typically derived from an initial unrestricted Autoregressive 
Distributed Lag (ARDL[p,q]) model, estimated using quarterly data. Real GDP growth on a quarterly basis 
is regressed on survey data or other monthly indicators aggregated to a quarterly frequency. The 
unrestricted model has the form: 

  t

k

j
tjjt xLyL εδρ +∆=∆ ∑

=1
,)()(    [1] 

where ty  and tjx ,  denote the logs of real GDP and the selected indicators respectively, ∆  denotes the first 

difference operator and )(Lρ and )(Ljδ denote lag polynomials of order p and qj, respectively.10 This 

approach can be used to provide a forecast for growth in the current quarter when data for both GDP and 
the indicator variables are not available (a non conditional forecast) or when indicators are available but 
GDP is not (a conditional forecast). Intuitively, a conditional forecast would be expected to produce a more 
accurate outcome because it takes additional information into account explicitly. 

                                                      
10. This is a restricted version of the standard ARDL model. Normally, variables enter in level terms. The 

interest of the generalised version is that it can be recast in the usual error correction form. 
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16. A number of equations of this type have been estimated. They are termed ‘single equation bridge 
models’ in the tables of empirical results. Three conditional models and three non-conditional models are 
reported:  

Conditional models 

•  A pure survey equation to project current quarter real GDP growth. By design, this equation can be 
used once t survey data are known for the entire quarter whilst GDP growth is not yet available. 

•  A pure conditional hard indicator equation. This equation produces a current quarter GDP forecast 
conditional on the release of data on the hard indicators for that quarter. 

•  A conditional combination of survey data and hard indicator variables. 

Non conditional models 

•  A pure non-conditional survey equation projecting current quarter GDP using only lagged values of 
survey data. This equation allows an estimate of current quarter GDP growth to be made once a 
complete set of survey data are available for the preceding quarter. In contrast, the conditional model 
cannot be used until a complete set of survey data are available for the current quarter. 

•  A pure non-conditional hard indicators equation. In this equation only lagged values of the hard 
indicators are included. 

•  A non-conditional combination of survey data and hard indicators. 

17. The attraction of this modelling approach lies in its simplicity. Nonetheless, it suffers from a 
number of drawbacks. First, the models do not exploit the fact that the indicators are released on a monthly 
basis, which, in principle, should allow predictions to be updated on a rolling basis during the quarter. 
Second, the predictions from the models are not particularly timely, especially for countries in which there 
is a considerable delay after the end of the quarter before a full set of data for that quarter becomes 
available (mostly hard indicators). Finally, they do not attempt to test whether there are possible linkages 
between different types of indicators, notably the potential link between surveys (or financial variables) 
and hard indicators. If such links exist, then it may be possible to exploit them in order to produce quarterly 
estimates for the hard indicators even when some monthly information is missing. 

Vector Autoregressive Models 

18. One straightforward way of attempting to circumvent the delays from waiting for new quarterly 
data on the indicator variables is to utilise a quarterly Vector Autoregressive (VAR) model that combines 
indicator variables and GDP growth. The VAR model can be written as follows: 

   tptptt yAyAvy µ++++= −− L11  [2] 

where yt  is a vector (∆ln(GDPt), It)´, with ∆ln (GDP) denoting the growth rate of real GDP and It a vector 
containing indicator series. 

19. This approach has a number of advantages compared to the single equation bridge model 
approach. For example, a single VAR model can be used to produce multi-period forecasts at any point in 
time whilst the bridge model can be run only for one quarter at a time as data for the included indicator 
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series become available. It is also easy to condition the VAR model to take into account the release of data 
at different points in time. Thus it can be used to provide a forecast when (some) indicators are available 
but GDP is not (a conditional forecast) or when data for both GDP and the indicator variables are not 
available (an unconditional forecast), exploiting the fact that the elements of the innovation process µt 
in [2] can be contemporaneously correlated (Doan et al, 1984). Intuitively, a conditional forecast would be 
expected to produce a more accurate outcome because it takes additional information into account 
explicitly. For the sake of consistency in the presentation of results we again report three sets of models - a 
pure survey data VAR, a pure hard indicators VAR and a VAR combining surveys and hard indicators. 
They are termed ‘multivariate models’ in the tables of empirical results. 11 

Monthly Auxiliary Models 

20. There are only a few studies that address explicitly the means of incorporating new monthly 
information that becomes available within the quarter for which GDP growth projections are being made. 
Most are for the United States, with the pioneering work of Fitzgerald and Miller (1989), followed by 
Rathjens and Robins (1993), Ingenito and Trehan (1996) and Robertson and Tallman (1999) amongst 
others. For a recent application to the euro area, see Rünstler and Sédillot (2003). If monthly information is 
to be used in a model that produces continuously updated projections of quarterly GDP growth, the missing 
high frequency information for that quarter (and, potentially, for the following quarter) also has to be 
projected using monthly auxiliary models. 

21. One possible way to exploit the most recent monthly set of conjunctural information is to 
combine the single equation quarterly bridge model described above with separate monthly equations that 
allow missing high frequency information on the conjunctural indicators to be projected over the 
appropriate forecast horizon.12 GDP projections can then be made for both the current and the next quarter. 
For the current quarter, such an approach based on a partial set of within quarter information is similar to 
that employed by some statistical offices to produce ‘flash GDP’ estimates (see for instance Reed, 2000 
and the initial estimate of euro area GDP now produced by Eurostat). A combined model of this sort has a 
number of useful properties. First, it is transparent because the information set underlying the projections is 
defined precisely. Second, the forecasting ability of the equations can be gauged easily when the 
information set is restricted. Third, it enables the quarterly GDP numbers to be produced using an 
estimated bridge equation and  hard indicator series that are a combination of published monthly data and 
projected values for the remainder of the quarter. As shown below, the forecasting ability of the estimated 
hard indicator equation for the current quarter appears better than that of bridge models that incorporate 
only survey data. It is therefore advantageous to be able to make use of this equation as soon as possible, 
rather than waiting for the official release of hard indicator data for the entire quarter, even if the resulting 
projections may be a little less accurate than they would be if official quarterly data for the indicator series 
were available. 

                                                      
11. More precisely,  Bayesian VAR models are used, estimated with traditional Minnesota priors. The three 

priors (the rate of decay, overall tightness, the tightness on lag n) are those minimising the out-of-sample 
forecast errors over the period 1998Q1-2002Q4. 

12. As with the pure quarterly models, all the monthly variables are determined jointly by means of a BVAR 
approach, with priors selected so as to minimize the out-of-sample forecast errors over the period 1998Q1-
2002Q4. As Rünstler and Sédillot (2003) show, the method used to forecast the monthly indicators (naïve, 
autoregressive, VAR or BVAR models) does not have much influence on the current quarter projection.  
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22. The performance of the auxiliary models is considered using four different information sets: 

 (i) zero months of within quarter information. Monthly variables are projected for a period of 
six months (three for the current quarter, three for the next quarter). This is, of course, the 
most difficult projection to make because of the absence of any conjunctural information, 
even for the current quarter in which the forecast is being made. 

 (ii) one month of within quarter information. Here monthly variables are projected over five 
months (two in the current quarter and three in the following quarter). 

 (iii) two months of within quarter information. Here monthly variables are projected over a 
four month period. 

 (iv) three months of within quarter information. Here monthly variables are projected over the 
three remaining months (i.e. the three months in the forthcoming quarter). For the current 
quarter, this model is equivalent to either the conditional estimated bivariate model or the 
conditional VAR model. 

As before, three types of monthly auxiliary models are examined: pure survey monthly models, pure hard 
indicator monthly models and models that combine optimally survey data and hard indicators. They are 
termed ‘monthly auxiliary models’ in the tables of empirical results. In contrast to the single equation case, 
the combination of survey and hard indicator data in a multivariate framework allows survey data to be 
included in the monthly auxiliary equations for the hard indicators as well as in the single equation used to 
derive the quarterly GDP projections. 

23. To illustrate the practical implementation of the three different modeling approaches and the 
timing at which they can be employed, consider the following hypothetical example for the United States. 
Here, the first GDP estimate for any quarter becomes available within one month of the end of that quarter. 
Monthly information on hard indicators such as industrial production is generally available within two to 
three weeks after the end of the month. The flow of information and the type of models that can be used 
are illustrated in Table 1. 

24. Consider the situation in the third month of the quarter labelled Q-1. By the latter half of this 
month, information for the first two months in the quarter is available. A prediction for GDP growth in 
quarter Q-1 cannot yet be made using any conditional quarterly models (VARs or single bridge models), 
although it can be made using the non-conditional quarterly models, as a complete information set exists 
for quarter Q-2. The monthly auxiliary model can however be used to produce a one step ahead monthly 
projection (to fill in the missing information in quarter Q-1) and a four step ahead monthly projection (to 
produce estimates for month 3 in quarter Q-1, and months 1-3 in quarter Q). These monthly estimates can 
then be aggregated to a quarterly basis, with the resulting series being used to produce estimates of GDP 
growth in quarters Q-1 and Q. 
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Table 1. Rolling quarterly GDP estimates for the United States 

QUARTER MONTH DATA AVAILABILITY MODEL AVAILABILITY 

  GDP Indicator Series Quarterly models Monthly models 

Q-1 3 Q-2 (third 
estimate) 

2 months of 
information for Q-1 

All conditional models 
for Q-2 

All non-conditional 
models for Q-1 

Monthly VAR produces  1 
step ahead projection for 
Q-1 and 4 step ahead 
projection for Q 

Q 1 Q-2 (third 
estimate) 

Q-1 (first 
estimate by end 
of month) 

3 months for Q-1 (after 
mid-month) 

0 months of 
information for Q 

 

All conditional models 
for Q-1 (after mid-
month) 

All non-conditional 
models for Q 

Monthly VAR produces 3 
step ahead projection for Q 
and 6 step ahead projection 
for Q+1 

 2 Q-1 (second 
estimate by end 
of month) 

1 month of information 
for Q 

Same as Month 1 Monthly VAR produces 2 
step ahead projection for Q 
and 5 step ahead projection 
for Q+1 

 3 Q-1 (third 
estimate by end 
of month) 

2 months of 
information for Q 

Same as Month 1 Monthly VAR produces 1 
step ahead projection for Q 
and 4 step ahead projection 
for Q+1 

Q+1 1 Q-1 (third 
estimate) 

Q (first estimate 
by end of 
month) 

3 months of 
information for Q 
(after mid-month).  

0 month of information 
for Q+1 

All conditional models 
for Q (after mid-month) 

All non-conditional 
models for Q+1 

Monthly VAR produces 3 
step ahead projection for 
Q+1 and 6 step ahead 
projection for Q+2 

 

25. By the middle of the first month in quarter Q, indicator data for month 3 in quarter Q-1 will be 
published, giving a complete quarterly observation for Q-1. This allows the conditional models for GDP 
growth in Q-1 to be run, producing an estimate around two weeks before the first official estimate of GDP 
growth is published. The non-conditional quarterly models can now be used to provide a forecast of GDP 
growth in quarter Q. There is no within-quarter information yet available, but the monthly auxiliary model 
can be used to produce a three step ahead monthly projection (to fill in the missing information in 
quarter Q) and a six-step ahead monthly projection (to produce estimates for each month in quarters Q and 
Q+1). These monthly estimates can then be aggregated to a quarterly basis and used to produce estimates 
of GDP growth in quarters Q and Q+1. Thus, the full set of models provides a comprehensive means of 
projecting current and next quarter growth as new information becomes progressively available. 

2.3 The variable selection process 

26. Once the model framework has been designed, the second choice to be made concerns the 
number of potential variables to consider. Generally, the number of possible monthly indicators is large 
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compared to the number of quarterly observations on GDP available for estimation.13 One option is to 
choose indicators on the basis of ad hoc or in-sample statistical criteria. For example, a linear combination 
of variables can be selected which generates a quarterly equation (such as a bridge equation) that satisfies 
conventional diagnostic tests [see for instance Bovi et al. (2001), Parigi and Schitzler (1995), Baffigi 
et al. (2002), and Rünstler and Sédillot (2003)]. The advantages of this approach are simplicity and 
robustness. The results are easy to interpret because the variables being used to project real GDP growth 
are clearly identifiable, as are their coefficients. But such a process is unlikely to make optimal use of all 
available monthly information. The initial choice of indicators is arbitrary and the models can be used only 
at particular points in time. Projections can be made only when data are available for a whole quarter, as 
illustrated in the United States example above, unless a vector autoregressive model is used. In the latter 
case, projections for the current quarter will not necessarily make use of any information from indicator 
variables in that quarter. 

27. An alternative, and less restrictive approach, is to consider all possible indicators and to 
summarize the information they contain in a small number of composite variables derived by means of a 
static or a dynamic principal factor analysis. There are a number of recent studies that have sought to 
exploit such techniques. Examples include Angelini et al. (2001), Doz and Lenglart (1999), 
Camba-Mendez et al. (2001), Kapetanios (2002), Forni et al. (2000 and 2001) and Stock and 
Watson (2002). 

28. This approach enables a relatively large set of information to be summarized into a few 
components through linear transformations of the series contained in the dataset. Quarterly and monthly 
variables can also be mixed. However, a decision still has to be made about the number of factors to use.14 
The computational burden may also be relatively heavy, particularly for dynamic factor analysis, because 
an iterative algorithm has to be employed.15 This raises the costs of using the method regularly to obtain up 
to date estimates. It can also be difficult to identify the reasons for fluctuations in the derived indices 
because of the large number of variables involved. 

29. Neither of the two approaches outlined above is unambiguously better than the other. In this 
paper we adopt an automated approach to data and model selection which combines elements of both the 
‘in-sample criteria approach’ and the ‘factor analysis approach’. We utilise a procedure that permits 
quarterly and monthly data to be combined in an optimal manner, but do not attempt an exhaustive analysis 
of every single monthly indicator that exists for each of the separate economies examined. For most 
countries we typically focus on indicators derived from business and consumer surveys, financial market 
variables, such as interest and exchange rates, and ‘hard’ indicators such as industrial and construction 
output, retail sales and employment. These variables are the ones that appear most frequently in related 
studies that have sought to develop conjunctural or leading indicator models. They are also ones which 
have been published on a regular basis over a long enough time period to make it feasible to include them 
in an empirical exercise.16  

                                                      
13. For instance, Ingenito and Trehan (1996) consider 34 variables that might be included in their quarterly 

model to predict real GDP growth. 

14. This has been addressed under specific assumptions, see Bay and Ng (2002) and Doz and Lenglart (1999). 

15. Kapetanios (2002) proposes an alternative method, which does not require an iterative process (a maximun 
likelihood estimation). This method is based on a subspace algorithm. 

16. One obvious gap in the variables considered is the lack of monthly information on activity in many service 
industries. Whilst survey information is available for the non-manufacturing sector in many countries, this 
is a fairly recent development, and there is insufficient data in many cases to allow the series to be included 
in estimation. 
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30. The set of variables listed in Annex 1 is split into soft /financial and hard indicators. For each of 
these categories, individual series are ranked according to their explanatory power as measured by the 

2R statistic from a bivariate regression between GDP growth and the particular indicator (denoted xi,t) in 
which the retained lag of the indicator is selected automatically according to the Schwarz criterion17:  

  t,it,iit x)L()GDPln( ε+β=∆  [3] 

This pre-selection ranking is undertaken for each horizon considered in the bivariate models and for each 
period of the out-of-sample exercise.18 The current quarter selection process amounts to ranking the 
indicators according to their contemporaneous causality. The one quarter-ahead selection, in which 
indicators enter [3] with a minimum lag of one quarter, is broadly equivalent to ranking the variables 
according to the extent to which they Granger-cause real GDP growth. 

2.4 Variable combination / model estimation 

31. In general, a subset of the four variables with the highest ranking was selected for each horizon.19 
The next step was to identify an optimal combination of these variables. There are a large number of 
possible specifications. For example, when estimating a single equation bridge model there are 15 possible 
combinations of these four variables even when no lags are allowed in the regression equation.20 Once real 
GDP growth is allowed to enter with up to 4 lags, there are 75 possible models. If lagged values of each of 
the explanatory variables are also included, subject to the requirement that the same lag length is used for 
each of them, then the total number of possible specifications rises to 375 [15*(maxlag+1)*(maxlag+1)] 
when maxlag is set to 4 quarters. Out of this group of models the ‘best’ model is selected using the 
Schwarz criterion.21 An important point to note is that some of the four pre-selected variables may not be 
included in the chosen specification. For instance some survey responses may convey similar information, 
so that a single measure can suffice (see, for instance, Doz and Lenglart (1999)). 

32. This process was repeated over a number of different sample periods in order to generate out-of-
sample predictions. For the period 1998Q1 to 2002Q4 this involves the estimation of a total of 
7,500 equations (375 equations per quarter for each of 20 quarters). Such a procedure implies that the 
specification of the model and the estimated coefficients can change from one quarter to the next. The 
whole process was repeated for each of the different types of model employed (single equation, VAR and 
monthly auxiliary). For each conditional and non-conditional quarterly VAR model (pure survey, pure hard 

                                                      
17. The Schwarz criterion was used because it tends to result in more parsimonious autoregressive models than 

the Akaike criterion does. 

18 . The initial ranking was for the period 1980Q1-1997Q4 for all the country models, and 1985Q1-1997Q4 for 
the euro area model. New rankings were then obtained by extending the sample period successively one 
quarter at a time to 2002Q4. 

19. It would be possible to include a larger number of variables, but then the computational burden becomes 
very heavy, as the example below illustrates. 

20. All possible combinations of q variables lead to ∑= −
q

iq

q
1 )!(

!
models, when a lagged variable is considered 

as an additional variable. For 8 variables, with no lags, there are 255 possible combinations. When the 
number of variables increases, the number of possible models becomes rapidly disproportionate. In the 
case of 16 variables, 65,535 models have to be estimated.  

21. Standard diagnostic tests (normality, autocorrelation at order 1 and 4, Arch, RESET and the Chow 
predictive failure test) were also carried out on this equation to assess its suitability. 
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indicator, combined survey and hard indicators), the variables present in the selected equivalent single 
equation bridge model for the same sample period were included. The lag length of the VAR was selected 
automatically using the Schwarz criterion. The composition of the monthly VAR models was chosen in a 
similar way. 

2.5 Comparing different models  

33. Once each different type of model has been estimated, the question arises as to how their 
performance might best be compared. There are a number of different ways in which the forecast accuracy 
of different models can be evaluated formally. In this paper we use out-of-sample prediction errors and 
consider two statistical measures – forecast encompassing tests and directional accuracy tests. 

34. One widely used measure of forecast accuracy is the Root Mean Square Forecast Error (RMSFE) 
of a model. This simplifies to the standard deviation of the forecast error when the set of forecasts are 
unbiased. The RMSFE provides a quantitative estimate of the forecasting ability of a specific model, 
allowing different models to be ranked, but does not provide a formal statistical indication of whether one 
model is significantly better than another. This can be investigated using forecast encompassing tests. The 
modified version of the Diebold and Marino (1995) test proposed by Harvey et al. (1997) uses the squared 
prediction errors to make pair-wise comparisons of different models as follows. Suppose there are vectors 
of squared prediction errors from two alternative models, denoted g (e1,t) and g (e2,t). The null hypothesis of 
equality in the expected forecast performance of two different models, implies that: 

 [ ] 0 )e(g)e(g E :H t,2t,10 =−  [4] 

The test compares a statistic S to a critical value drawn from a student’s t-distribution with (n-1) degrees of 
freedom (n is the number of independent point forecasts in the out-of-sample period) where S is given by: 
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covariances of the series of squared prediction errors and h  the forecast horizon considered.22 

35. As there are a large number of different models, it is possible that several of them may perform 
better than a given benchmark model. Thus it is useful to test whether the forecasts from any particular 
model simultaneously outperform the (joint) forecasts of several rival models. If they do not, and the 
reverse is true (the individual model forecast is significantly poorer than the combination of competiting 
forecasts) then it is the case that a linear combination of the individual model forecasts is to be preferred to 
any one particular model. This can be investigated using the multivariate extension of the modified 
Diebold and Mariano test proposed by Harvey and Newbold (2000). The statistic S now becomes: 

                                                      
22. Here a rectangular kernel is used. There is a small possibility that a negative estimate may result. In this 

case the rectangular window can be replaced by a weighted window as in Newey and West (1987). When 

h=1 (the current quarter case), ( ) 0
1 ˆˆ γ−= ndV . 
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 ( ) ( ) dVdnkS 111 ˆ11 −−− ′−−=  [6] 

where [ ]121 −= kdddd L  and ∑
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,

1
, and k is the number of different models used. This 

statistic is distributed 1,1 +−− knkF .  

36. The RMSFE is not a useful indicator of whether a model performs well at turning points. 
Sometimes it may happen that one model has a lower RMSFE than another but does not do as well in 
detecting whether GDP growth accelerates or decelerates from one quarter to the next. Information on the 
expected direction of movement of GDP growth is likely to be of at least as much interest to policymakers 
as the point estimate itself. Pesaran and Timmerman (1992) propose a non-parametric statistic to evaluate 
forecast directional accuracy over any given sample period. This approach tests whether there is a 
significant difference between the observed probability of a correctly signed forecast and the estimate of 
what the probability would be under the null of independence between forecasts and outcomes. The 
corresponding statistic is: 
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 [7] 

where p
)

 is the sample estimate of the probability of a correctly signed forecast and *p
)

is the estimate of 
its expectation obtained under the null that the forecast and the outcome are independent. 

37. The detailed tables of empirical results for each country reported in Section 3 and Annex 2, 
include, in addition to the forecasts from the individual models, two sets of forecasts from time series 
models and two sets of combined forecasts. The first time series forecast is from a naïve model in which 
GDP growth is assumed to be unchanged from that observed in the most recent quarter for which data are 
published. The second time series forecast is taken from an estimated autoregressive model of GDP 
growth. The first combined forecast (termed the ‘consensus forecast’ in the tables) is the simple mean of 
all the different projections that can be produced from the single and multiple equation bridge models, plus 
the most up-to-date predictions possible from the monthly auxiliary models. The second combined forecast 
(termed the ‘monthly auxiliary models consensus’ in the tables) is the mean of those quarterly predictions 
obtained with the monthly auxiliary models that can be run given the information set available at a 
particular point in time. This second combined forecast differs from the combined monthly model that 
includes both hard indicators and survey variables because equal weights are placed on each different type 
of model forecast rather than varying coefficients derived using estimation techniques. Their inclusion 
permits an assessment of whether it is preferable to use the consensus rather than any one single model. 
The average of the separate model projections might easily generate a lower RMSFE if the error from one 
model is offset by the error from another model. 

3. Empirical results for the G7 countries 

38. This section  describes the results of the variable selection process for each country and provides 
a detailed summary of the main empirical results for each type of model in each country. 
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3.1 Indicators selected for each country 

39. The results from the indicator selection process are given in Table 2 below. For the soft 
indicators, only business surveys were found to matter consistently across the whole of the sample period. 
Measures of consumer confidence are not included in the set of selected variables for any country or zone. 
This does not mean that such indicators do not convey any useful information. It simply indicates that they 
contain only limited additional information of use for predicting GDP growth once allowance is made for 
the information contained in other indicator series.23 An example showing the comparative importance of 
business and consumer survey measures for the euro area is discussed in detail in Annex 3. Financial 
indicator series were also found to be relatively unimportant.24 The two composite business climate index 
measures evaluated – the National Association of Purchasing Managers (NAPM) index for the 
manufacturing sector in the United States (now produced by the Institute of Supply Management) and the 
IFO index for Germany – were both found to matter. Indeed the NAPM index dominated all the other 
business survey variables tested for the United States. The IFO index was found to be important, not only 
for Germany, but also for Italy, the latter being the only example of the use of a country-specific variable 
in a model for more than one country. 

40. For the euro area as a whole, measures of the level of order books in industry and the level of 
stocks were found to be the two most useful survey indicator series. For Germany, the main variable of use 
in explaining the current situation was the IFO business climate index, with the business situation expected 
during the next six months being a useful indicator of GDP movements a quarter ahead. For France, the 
current situation is explained by the current production tendency series, with expectations of future 
production providing useful information for developments in the following quarter. For Italy, the national 
current production series and the IFO business climate in Germany were found to be helpful for tracking 
current quarter developments, whilst the national intended production index and the business climate in 
Germany are of use for one quarter ahead changes. Finally, for the United Kingdom the future production 
tendency series was found to be important, not only for the one quarter ahead specifications but also for the 
current quarter.25 

                                                      
23 . Consumer confidence may, for example, matter for individual components of GDP, such as consumers’ 

expenditure. Using a structural model in which private consumption expenditure is conditioned initially on 
disposable incomes and net wealth, Pain and Weale (2001) find that consumer confidence contains 
significant additional information in the United States, but not in the United Kingdom. Desroches and 
Gosselin (2002) also find that consumer confidence contains useful information in the United States. 

24 . There was some weak evidence that the real exchange rate might contain useful additional information in 
some, but not all, of the different euro area models. It is not included in the models reported in this paper. 

25. In most country models current and lagged values of the survey variables enter the estimated equations. 
The main exception is in the United States, where only the current quarter value of the NAPM was found 
to matter. This may possibly reflect the nature of the series. The NAPM makes explicit reference to 
quarter-on-quarter growth rates whilst in European countries the means of comparison in the survey 
questionnaire is less clear (year-on-year or quarter-on-quarter). 
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Table 2. Selected variables 

 Indicator(s) selected Sources 

Surveys   

United States NAPM ISM 

Euro area Level of order books and level of stocks European 

Commission 

- Germany IFO business climate index, production tendency IFO 

- France Production tendency and future production tendency INSEE 

- Italy Production tendency, Production future tendency 
and IFO business climate 

ISAE and IFO 

United Kingdom Production future tendency CBI 

   

Hard indicators    

United States26 Industrial production, consumption in volume, new 
construction put in place, monthly export volumes, 
total monthly level of stocks 

FED, BEA and 
Census Bureau 

Euro area Industrial output, construction output,  retail sales 
volumes 

Eurostat, authors’ 
calculations 

- Germany Industrial production, construction output, retail 
sales volumes 

Bundesbank, 
Bundesamt 

- France Industrial production, consumption of manufactured 
goods 

INSEE 

- Italy Industrial production ISTAT 

United Kingdom Industrial production, retail sales volumes ONS 

 

41. From the range of hard indicators evaluated, measures of industrial production were found to 
matter for all countries. Indicators of retail sales were also found to be of use for all countries, with the 
exception of Italy. For the United States, the coverage of this measure is more comprehensive than in other 
countries as the Bureau of Economic Analysis produce monthly estimates of total consumers’ expenditure. 
However this is less timely than the retail trade survey measures for other countries as there is a lag of a 
month before the information appears. Similar considerations apply to the series for total monthly 
inventory accumulation and, to a lesser extent, the series for monthly merchandise export volumes in the 

                                                      
26. For the United States, because of the large amount of timely monthly indicators available, the variable 

selection process has been extended to include five indicators. The inclusion of the accumulation of 
inventories series has only a small impact on the forecasting ability of the hard indicator bridge equation. 
Nonetheless, it has been decided to retain this variable both because it can be important at turning points 
and because it allows the US hard indicator bridge equation be to almost fully consistent with a GDP based 
component computation. 
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United States. Finally, measures of construction output were also found to contain useful information for 
the United States, the euro area and Germany.27  

42. The hard indicator series for construction output and retail sales in the euro area are (GDP) 
weighted aggregates of the corresponding data in France and Germany. They therefore differ from the euro 
zone data published by Eurostat. There are two principle benefits from using the weighted country data 
series. First, they are available on a more timely basis than the euro area aggregates. Second, the euro area 
data are available only from the first half of the 1990s, limiting the period available for estimation.28 

3.2 Individual country results 

43. A complete set of Tables for each country detailing the forecast accuracy results can be found in 
Annex 2 of the paper. These results report the out-of-sample RMSFE and directional accuracy statistics for 
each type of model for each country over the period 1998Q1-2002Q4, conditioned on different monthly 
information sets.29 An important point to note is that the timing of the information set is defined according 
to the timing of data availability for the complete set of included indicators. In some cases, such as the 
United States, a complete quarter of data (termed ‘three months of within current quarter (cq) information’ 
in the tables of results) for some hard indicators becomes available only after the publication of the initial 
GDP estimate for that quarter. The results from the comparative statistical tests carried out on these 
forecast errors are discussed in the main text. The out-of-sample period used to evaluate the performance 
of the separate models is relatively short and coincides with a period of comparatively subdued economic 
growth. Use of a longer evaluation period would however raise the risk of selecting a model with a good 
average performance but a relatively poor performance over the most recent quarters. 

44. To provide a comparative benchmark for the detailed empirical results, Table 3 provides some 
summary statistics on the quarterly rate of GDP growth over the period in which the performance of the 
respective indicator models is examined. The final row of the Table reports the RMFSE obtained from 
taking a simple, unweighted consensus forecast from the forecasts made by all the different models once a 
full set of information for the indicators is available for the quarter being forecast. There is a clear positive 
correlation between the out-of-sample error and the standard deviation of the quarterly rate of GDP 
growth. GDP growth has been most volatile in the United States and Germany, and the models for these 
two economies have the highest errors. For most countries the RMFSE is, on average, around 40 per cent 
lower than the standard deviation of the quarterly rate of GDP growth. The largest relative gains appear to 
be in the aggregate euro area model, with a RMFSE half the size of the standard deviation of GDP growth. 

                                                      
27. Preliminary analysis suggested that measures of house prices were important for the United Kingdom with 

their inclusion reducing the forecast errors. However they are not included in the models discussed below, 
reflecting the difficulties in obtaining readily available and comparable time series data across countries. 
The impact of relaxing this requirement  might usefully be explored in any future work. 

28 . The correlation between the quarterly rate of growth of the weighted country series and the official euro 
area data is high. The correlation coefficients are 0.82 for the construction output series over 1990-2002 
and 0.59 for retail sales over 1996-2002. 

29 . The projections made using the quarterly bridge equation and the monthly auxiliary models use quarterly 
values of the indicator series forecast by the monthly models. The conditional projections made using only 
the quarterly bridge or VAR models use the actual quarterly value of the indicator series.  
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Table 3. Real GDP growth: descriptive statistics and RMSFE (1998:1 2002:4) 

 United 
States 

Germany Euro 
area 

France Italy United 
Kingdom 

Standard deviation of real GDP growth 0.60 0.58 0.37 0.45 0.40 0.30 

Mean of real GDP growth 0.70 0.30 0.50 0.65 0.40 0.60 

Consensus forecast RMSFE                      
(current quarter, all indicators 
available)) 

0.37 0.36 0.19 0.24 0.24 0.23 

 

The United States 

45. The overall results are summarized in Tables 4 and 5 below and Table A1 of Annex 2. To 
illustrate the format of the Table (and those for other countries), and the relationships between the current 
quarter and one quarter ahead results as the information set changes, consider the combined hard 
indicator/survey results in the panel of Table A1 labeled monthly auxiliary models. When there is no 
monthly information available for the current quarter (i.e. the first four to five weeks of the quarter), the 
RMSFE of forecasts made for GDP growth in the following quarter is 0.59 percentage points, based on the 
average of the out-of-sample forecast errors for 1998-2002. Assuming normality, this implies that there is 
approximately a 70 per cent chance that the true outturn for GDP growth (at a quarterly rate) will be within 
± 0.59 percentage points of whatever the point estimate of the indicator model is. By the time three months 
of information have become available in the current quarter, the RMSFE for the forecast of GDP growth in 
the following quarter has declined to 0.50 percentage points. Keeping the same forecast horizon, the model 
can, at this point, be expressed equivalently as a current quarter forecast model with zero months of within 
quarter information.30 Once an additional month of information becomes available, the RMSFE falls again 
to 0.43 percentage points. By the end of the quarter, with an extra six months of information since the 
initial estimate was made, the RMSFE has declined to 0.37 percentage points. This illustrates how the 
range of uncertainty around the point forecast for any given forecast horizon diminishes as the forecast 
horizon is approached. Optimal use of information implies that forecasts for more distant horizons should 
have a wider band of uncertainty than forecasts for closer horizons. 

46. Turning to the results themselves, the first feature apparent from the tables is that there is some 
benefit from seeking to estimate an indicator model. All the estimated models outperform a naïve model 
based on the assumption that GDP growth in the quarter to be forecast is the same as that in the last quarter 
for which information is available at the time of the forecast. An autoregressive time series model for GDP 
performs a little better than the naïve model, but again accuracy, as measured by the RMSFE, is poorer 
than for any of the estimated models. 

47. Amongst the estimated models themselves, specifications using hard indicators are found to 
perform much better for the current quarter forecasts than those that use just survey information. For the 
single equation bridge model with a complete set of monthly information for the hard indicators in the 
                                                      
30. The RMSFE for the current quarter forecast with zero information is 0.51 percentage points, rather than 

0.50, because one additional quarter is included in the out-of-sample evaluation exercise. 
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current quarter, the gains compared to the autoregressive GDP and the pure survey models, as measured by 
the ratio of the respective RMSFEs, are about 35 per cent and 26 per cent respectively (see Table 4 below). 
These gains start to appear once one month of information on hard indicators is available for the quarter, 
which is approximately 2-2½ months before the first official estimate of GDP growth in the quarter is 
released. From this point there appear to be few benefits from augmenting the monthly auxiliary hard 
indicator model with an additional monthly survey observation, and the RMSFE of the model with hard 
indicators is always consistently lower than that of the model with just survey indicators. This does not 
necessarily mean that the survey information from the NAPM is without useful content, it is just that it is 
more helpful for predicting the hard indicators themselves (via the linking equations in the monthly 
auxiliary model) than it is for predicting GDP directly.31 For the current quarter, the models appear to track 
the acceleration (or deceleration) of real growth closely, with a three-in-four, or better, chance of predicting 
correctly the direction of change in GDP growth compared to the previous quarter. Once all monthly data 
are released for the quarter, the directional accuracy from the combined model with both hard indicators 
and surveys is 95 per cent. 

48. The results for the one-quarter ahead forecasts are less clear-cut. The directional accuracy of the 
estimated indicator models is little different from a random outturn (50 per cent) and the gains in terms of 
accuracy compared to time series models are far smaller. Pure survey models appear to perform at least as 
well as pure hard indicator models. There appear to be few gains from combining the two into a mixed 
model, or taking a consensus view, suggesting that both are tracking similar factors. 

49. A number of the absolute differences apparent from the detailed table of results are statistically 
significant. Table 4 reports the pairwise Diebold-Mariano test statistics for selected forecast models for 
GDP growth in the current quarter. For the model using hard indicators, the null of comparable forecast 
accuracy with the autoregressive models is rejected at the 5 per cent threshold when at least one month of 
within quarter information is available. Given that the RMFSE of the former model is below that of the 
latter, the encompassing test statistic implies that latter model is rejected against the former. The hard 
indicator model is also shown to be better than the pure survey model, but the differences are significant 
only at the 10 per cent level. 

50. However, the tests for multiple forecast encompassing reported in Table 5 provide stronger 
evidence in favour of the hard indicator model relative to the autoregressive and pure survey models.32 In 
particular, they show that it is not possible to reject the hypothesis that the predictions from the hard 
indicator equation with one or three months of within quarter information cannot be improved by the 
predictions from the other two models. In contrast, it is possible to reject this hypothesis when either of the 
other two models is taken as the numeraire. 

                                                      
31. In addition to the variables shown in Table 2, monthly series for retail trade and non-farm payroll 

employment are used in the monthly auxiliary equations for the United States in order to help predict the 
key indicator series that influence GDP growth directly. 

32. Because of the small number of post-sample observations available, only three models are compared for 
each test. It is not feasible to estimate a regression including all possible models simultaneously. 
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Table 4. Selected RMSFE ratios for the United States 

 Benchmark model 

 AR Survey 0m Survey 1m  Survey 2m Survey 3m Hard indicators 3m 

Alternative model       

Hard indicator 1m 0.77 
[0.03] 

0.89       
[0.51] 

0.84      
[0.38] 

0.88       
[0.49] 

0.88     
[0.50] 

1.18                
[0.26] 

Hard indicator 2m 0.70 
[0.02] 

0.80        
[0.22] 

0.81      
[0.10] 

0.77        
[0.17] 

0.80       
[0.20] 

1.08                
[0.33] 

Hard indicator 3m 0.65 
[0.00] 

0.75         
[0.10] 

0.71      
[0.08] 

0.74        
[0.10] 

0.74     
[0.10] 

1.0 

Reading: the upper figures represent the RMSFE of the alternative model divided by the RMSFE of the benchmark 
model. A ratio below 1 means that former is lower than the latter. Figures in brackets are the p-values of the Diebold-
Mariano statistics for the null of equal forecast accuracy.  

Table 5. Selected forecast encompassing tests for the United States 

 Numeraire 

GROUP 1. Autoregressive Surveys 1m Hard indicators 1m 

P value 0.02 0.06 0.26 

GROUP 2. Autoregressive Surveys 3m Hard indicators 3m 

P value 0.00 0.01 0.99 

Figures are the p-values for the null that a model encompasses the two others. 
 

51. For the one-quarter ahead forecasts, there were no statistically significant results, even between 
the indicator models and the pure autoregressive model, from either the encompassing tests or the forecast 
directional accuracy tests as reported in Table A7 of Annex 2. 

The euro area 

52. Results for the euro area are summarized in Tables 6 and 7 below and Table A2 of Annex 2. One 
noticeable difference with the results for the United States is that the size of the RMFSE from many of the 
models for the euro area is a lot lower. This reflects the lower volatility of quarterly GDP growth in the 
euro area rather than any inherent differences in the quality of the equations for the two regions. But aside 
from this, the general features of the results are similar to those for the United States. The performance of 
the estimated indicator models for the current quarter is again noticeably better than that of the time series 
models of GDP, especially once some monthly information becomes available. For the one-quarter ahead 
forecasts, the differences are smaller in terms of size of errors, although the estimated indicator models 
tend to have better directional accuracy (much more so than found for the United States). 

53. Amongst the indicator models themselves, hard indicator models for the current quarter appear to 
perform best from the point at which one month of within quarter data becomes available, with a 
noticeably lower RMFSE than pure survey models (0.22 percentage points compared to 0.33 percentage 
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points from the monthly auxiliary models with one month of information).33 Prior to that point, there is 
little to choose between the different types of models. The reduction in uncertainty as the information set 
expands can again be seen quite clearly, both from the monthly auxiliary model results and from the 
difference between the conditional and unconditional forecast results from the single equation bridge 
model and the VAR model. Mixing hard indicator and survey data, either directly through estimation or 
indirectly by taking a consensus projection, does not appear to yield any noticeable benefits. 

54. The pairwise modified Diebold-Mariano tests in Table 6 and the multiple forecast encompassing 
tests in Table 7 provide further evidence in favour of the hard indicator models for the current quarter once 
some monthly data become available. The bi-model differences between the hard indicator model and the 
other models are generally significant at, or under, the 10 per cent level. The encompassing test results 
reinforce this conclusion. The hard indicator predictions cannot be improved by either the autoregressive 
forecast or the survey-based projections, whereas the projections for the other models can be improved by 
including the hard indicator projections. In terms of the forecast directional accuracy test, only the models 
including hard indicators seem to convey useful information on a consistent basis. As can be seen from 
Table A7 of Annex 2, these are the only models for which the null of independence between forecast and 
outcome can be rejected for both the current and one-quarter ahead projections. 

Table 6. Selected RMSFE ratios for the euro area 

 Benchmark model 

 AR Survey 0m Survey 1m  Survey 2m Survey 3m Hard indicators 3m 

Alternative model       

Hard indicator 1m 0.69 
[0.11] 

0.60       
[0.01] 

0.68      
[0.01] 

0.68       
[0.05] 

0.66     
[0.01] 

1.24                
[0.07] 

Hard indicator 2m 0.67 
[0.11] 

0.65        
[0.02] 

0.65     
[0.02] 

0.67        
[0.06] 

0.60       
[0.01] 

1.20                
[0.08] 

Hard indicator 3m 0.55 
[0.03] 

0.55         
[0.10] 

0.55      
[0.08] 

0.55        
[0.10] 

0.53     
[0.01] 

1.0 

Reading: the upper figures represent the RMSFE of the alternative model divided by the RMSFE of the benchmark 
model. A ratio below 1 means that former is lower than the latter. Figures in brackets are the p-values of the Diebold-
Mariano statistics for the null of equal forecast accuracy. 
 
 

Table 7. Selected forecast encompassing tests for the Euro area 

 Numeraire 

GROUP 1 Autoregressive Surveys 1m Hard indicators 1m 

P value 0.10 0.01 0.74 

GROUP 2 Autoregressive Surveys 3m Hard indicators 3m 

P value 0.04 0.06 0.66 

Figures are the p-values for the null that a model encompasses the two others. 

                                                      
33. Given publication lags, two months of information may become available for the pure survey model by the 

time at which a complete set of one month of data becomes available for the hard indicator model. But the 
latter still has a considerably lower RMFSE than the former (0.22 percentage points relative to 0.31 
percentage points). 
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Germany 

55. Results for Germany are summarized in Tables 8 and 9 below and Table A3 of Annex 2. The size 
of the forecast errors is noticeably larger for Germany than for the aggregate euro area, reflecting the 
greater quarterly variation in GDP shown in Table 3.34 Another difference is that survey measures appear 
to contain far more useful information for Germany than they do in either the United States or the euro 
area. The errors from the pure survey models of current quarter growth are lower than those from the hard 
indicator model, although the directional accuracy of the latter is better. There also appear to be some 
modest gains from combining information once a complete quarterly set of monthly data is published, 
either through using an estimated mixed model, or, more notably, through taking a consensus forecast. The 
directional accuracy of the combined forecasts for the one-quarter ahead GDP forecasts also appears 
somewhat better than that of any of the individual models, although there is relatively little difference in 
terms of the size of the errors.  

56. The forecast encompassing tests reported in Tables 8 and 9 suggest that the predictions from the 
combined survey/hard indicator model are significantly better than those from a time series model, and at 
times significantly better than those from an equivalent pure hard indicator model, at the 10 per cent level. 
The importance of the information from business surveys is also shown by the results of the Pesaran-
Timmerman tests in Table A7. For both the current and one quarter ahead forecasts it is possible to  reject 
the null of independence between forecasts and outcomes when considering the pure survey monthly 
auxiliary model. The test statistics are even more significant for the model that combines hard indicators 
and survey data, possibly reflecting the usefulness of survey data for predicting monthly movements in the 
hard indicators. 

57. There are some features in common with the results for the United States and the euro area. In 
particular it can again be seen that the main gains from the monthly auxiliary models start to appear for 
current quarter GDP forecasts once one month of information is available for that quarter. This is true for 
both the pure survey and the pure hard indicator monthly models. Prior to that point a pure survey model 
outperforms a time series model for GDP, but the pure hard indicator model does not. 

Table 8. Selected RMSFE ratios for Germany 

 Benchmark model 

 AR Hard 
indicators 

0m 

Hard 
indicators 

1m  

Hard 
indicators 

2m 

Hard 
indicators 

3m 

Surveys 
indicators 

3m 

Alternative model       

Combination 1m 0.66         
[0.00] 

0.63         
[0.01] 

0.85         
[0.15] 

0.82         
[0.11] 

0.88         
[0.15] 

0.96          
[0.84] 

Combination 2m 0.69         
[0.00] 

0.67          
[0.01] 

0.90          
[0.36] 

0.86        
[0.08] 

0.93         
[0.43] 

0.98          
[0.63] 

Combination 3m 0.68         
[0.00] 

0.65         
[0.02] 

0.88         
[0.28] 

0.85        
[0.10] 

0.91         
[0.34] 

0.97          
[0.91] 

Reading: the upper figures represent the RMSFE of the alternative model divided by the RMSFE of the benchmark 
model. A ratio below 1 means that former is lower than the latter. Figures in brackets are the p-values of the Diebold-
Mariano statistics for the null of equal forecast accuracy.  
 

                                                      
34. Covariances need to be taken into account when combining the variances of components (GDP in the 

member states of the euro area) to get the variance of their sum (euro area GDP). 
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Table 9. Selected forecast encompassing tests for Germany 

 Numeraire 

GROUP 1 Autoregressive Hard indicators 1m Combination 1m 

P value 0.00 0.09 0.52 

GROUP 2 Autoregressive Hard indicators 3m Combination 3m 

P value 0.00 0.12 0.32 

Figures are the p-values for the null that a model encompasses the two others. 

France 

58.  Results for France are summarized in Tables 10 and 11 below and Table A4 of Annex 2. The 
general pattern of results is similar to that found for Germany. The performance of models using only 
survey data is at least as good, and at times better, than that of models using only hard indicators. This is 
true for both current and one-quarter ahead forecasts, the latter suggesting that the future production 
tendency variable is particularly useful. In both instances the performance of a combined forecast, whether 
estimated or obtained as a consensus of the individual model forecasts, appears better still. For the current 
quarter, the conditional forecast from the single equation bridge model combining hard indicators and 
survey data has the lowest RMSFE (0.24 percentage points). From the forecasts made of quarterly growth 
prior to the start of the quarter, the best performing model is the combined survey/hard indicator monthly 
auxiliary model with three months of survey information (for the quarter prior to the one being forecast). 
This has a RMFSE of 0.31 percentage points and directional accuracy of 75 per cent (i.e. there is a three in 
four chance of correctly predicting the direction of change in the rate of GDP growth). 

59. Again it is clear that the predictions of the indicator models improve as more information 
becomes available. But there are some notable differences with the pattern of results found in other 
countries. For the current quarter forecasts, the performance of a pure hard indicator model becomes 
comparable with that of a pure survey model only once two months of information are available. (The lag 
is shorter elsewhere.) For the one-quarter ahead forecasts, there is marked improvement in the performance 
of the pure survey models relative to that of a time series model after two months of information become 
available in the quarter prior to the one being forecast. In contrast there is little to choose between the one-
quarter ahead forecasts from a hard indicator model and a pure time series model. 
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Table 10. Selected RMSFE ratios for France 

 Benchmark model 

 AR Hard 
indicators 

0m 

Hard 
indicators 

1m  

Hard 
indicators 

2m 

Hard 
indicators 

3m 

Surveys 
indicators 

3m 

Alternative model       

Combination 1m 0.64         
[0.02] 

0.62         
[0.01] 

0.75         
[0.07] 

0.84         
[0.22] 

0.90         
[0.46] 

0.92          
[0.64] 

Combination 2m 0.61         
[0.01] 

0.59          
[0.01] 

0.71          
[0.07] 

0.80        
[0.17] 

0.86         
[0.34] 

0.88          
[0.27] 

Combination 3m 0.57         
[0.01] 

0.55         
[0.01] 

0.67         
[0.03] 

0.75        
[0.08] 

0.81         
[0.16] 

0.82          
[0.14] 

Reading: the upper figures represent the RMSFE of the alternative model divided by the RMSFE of the benchmark 
model. A ratio below 1 means that former is lower than the latter. Figures in brackets are the p-values of the Diebold-
Mariano statistics for the null of equal forecast accuracy.  
 

Table 11. Selected forecast encompassing tests for France 

 Numeraire 

GROUP 1 Autoregressive Hard indicators 1m Combination 1m 

P value 0.01 0.00 0.96 

GROUP 2 Autoregressive Hard indicators 3m Combination 3m 

P value 0.01 0.03 0.34 

Figures are the p-values for the null that a model encompasses the two others. 

 
60. The forecast encompassing test statistics show that, for the current quarter forecasts, the 
predictions from the combined survey and hard indicator model appear significantly better than those from 
other models. This is especially apparent in the multiple forecast encompassing test using forecasts based 
on a 1 month within quarter information set. 

Italy 

61. Results for Italy are summarized in Tables 12 and 13 below and Table A5 of Annex 2. These 
results are similar in several respects to those for Germany and France. Models based on survey data 
appear to generate much smaller forecast errors than models based only on hard indicators. For Italy this is 
true even when making a current quarter projection of GDP growth with the hard indicator model when 
three months of information are available. There is little change in the size of the errors from the pure hard 
indicator models as additional monthly information accumulates. In contrast, the expected pattern of a 
decline over time can be seen in the errors arising from the pure survey model. As Table 1 shows, the only 
hard indicator found to be statistically important for Italy in the work to date is industrial production. In 
other countries two or more hard indicators are found to be significant and included in the model. 
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Table 12. Selected RMSFE ratios for Italy 

 Benchmark model 

 AR Hard 
indicators 

0m 

Hard 
indicators 

1m  

Hard 
indicators 

2m 

Hard 
indicators 

3m 

Surveys 
indicators 

3m 

Alternative model       

Combination 0m 0.72         
[0.08] 

0.77         
[0.10] 

0.80         
[0.22] 

0.83         
[0.21] 

0.88         
[0.34] 

1.01          
[0.91] 

Combination 1m 0.67        
[0.05] 

0.71         
[0.06] 

0.74         
[0.13] 

0.77         
[0.11] 

0.81         
[0.16] 

0.93          
[0.56] 

Combination 2m 0.67         
[0.04] 

0.71          
[0.04] 

0.74          
[0.11] 

0.77        
[0.08] 

0.81         
[0.11] 

0.93          
[0.53] 

Combination 3m 0.64         
[0.03] 

0.67         
[0.03] 

0.71         
[0.08] 

0.73        
[0.06] 

0.78         
[0.07] 

0.89          
[0.34] 

Reading: the upper figures represent the RMSFE of the alternative model divided by the RMSFE of the benchmark 
model. A ratio below 1 means that former is lower than the latter. Figures in brackets are the p-values of the Diebold-
Mariano statistics for the null of equal forecast accuracy.  

 

Table 13. Selected forecast encompassing tests for Italy 

 Numeraire 

GROUP 1 Autoregressive Hard indicators 1m Combination 1m 

P value 0.04 0.10 0.82 

GROUP 2 Autoregressive Hard indicators 3m Combination 3m 

P value 0.03 0.02 0.79 

Figures are the p-values for the null that a model encompasses the two others. 
 

62. The best model, at least in terms of forecast error size, appears to be a model that combines 
information from surveys and hard indicators. For the current quarter forecasts, the consensus prediction 
yields the lowest RMFSE. For the one-quarter ahead forecasts, the estimated combined monthly auxiliary 
model performs best, particularly once two months of information become available for the quarter 
preceding the one being forecast (four to five months before the first outturn for GDP is published). All 
these features are confirmed by the results of the Diebold-Mariano tests. The combined model is always 
better statistically than the autoregressive model and the pure hard indicators model for the same set of 
within quarter information (at the 10 per cent threshold). The multiple forecast encompassing test indicates 
that the forecasts from the combined monthly auxiliary model cannot be improved by adding the 
information contained in the forecasts made by other models. 
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The United Kingdom 

63.  Results for the United Kingdom are summarized in Tables 14 and 15 below and Table A6 of 
Annex 2. The general pattern of the results from the different models appears closer to those found for the 
United States and the aggregate euro area then to those found for the other individual European countries. 
Models containing only hard indicators appear to outperform ones containing only survey information, 
especially for current quarter GDP forecasts.35 There appear to be few benefits from estimating models that 
include both surveys and hard indicators. However the combination of variables through a consensus of the 
individual model estimates does appear to be of some use, generating the lowest RMFSE of all the 
forecasts. These results suggest that the relationship between measured GDP and the indicator series may 
possibly have changed over time.36  

Table 14. Selected RMFSE ratios for the United Kingdom 

 Benchmark model 

 AR Hard 
indicators 

0m 

Hard 
indicators 

1m  

Hard 
indicators 

2m 

Hard 
indicators 

3m 

Surveys 
indicators 

3m 

Alternative model       

Consensus 0m 0.76         
[0.02] 

0.88         
[0.38] 

1.00         
[0.92] 

1.00         
[0.99] 

1.03         
[0.88] 

0.83          
[0.11] 

Consensus1m 0.67        
[0.01] 

0.81         
[0.20] 

0.93         
[0.65] 

0.91         
[0.71] 

0.94         
[0.79] 

0.77          
[0.02] 

Consensus 2m 0.67         
[0.01] 

0.77          
[0.14] 

0.89          
[0.94] 

0.87        
[0.56] 

0.90         
[0.82] 

0.73          
[0.01] 

Consensus 3m 0.72         
[0.03] 

0.83         
[0.30] 

0.96         
[0.99] 

0.94        
[0.74] 

0.97         
[0.77] 

0.79          
[0.09] 

Reading: the upper figures represent the RMSFE of the alternative model divided by the RMSFE of the benchmark 
model. A ratio below 1 means that former is lower than the latter. Figures in brackets are the p-values of the Diebold-
Mariano statistics for the null of equal forecast accuracy.  
 

64. Some features of the UK results are familiar from all the preceding country results, in particular 
the decrease in the size of the forecast error as the forecast horizon diminishes and the relative difficulties 
in outperforming a time series model for a one-quarter ahead forecast made at a five- or six-month horizon. 
Gains start to become apparent only once the horizon shortens to three or four months. The non-conditional 

                                                      
35. As the United Kingdom publishes an initial estimate of GDP growth within one month of the end of the 

quarter, it is possible this will be available before data is published for all three months for each hard 
indicator. So the relevant comparison is likely to be between a pure survey model with 3 months of 
information and models with hard indicators with two months of information. 

36. The consensus implicitly imposes equal weights on the different models based on surveys and hard 
indicators. The results from doing this appear to differ from those in the empirically estimated model that 
combines both types of indicators. The coefficients in this latter model will reflect the average effects of 
the individual series over the entire sample period. Differences between the consensus and estimated model 
forecast are therefore suggestive of differences between these two sets of weights. 
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one-quarter ahead forecasts from the VAR model appear to be of limited use, as their errors are higher than 
those from the autoregressive time series model. 

65.  The pairwise encompassing tests show that the differences between the errors from the 
consensus model and the autoregressive model are statistically significant at the 5 per cent level, implying 
that the latter is rejected against the former. The consensus forecast also outperforms other models, but the 
differences are not statistically significant. For all models, with the exception of the two benchmark time 
series models, the current quarter forecast directional accuracy measures are around 75 to 80 per cent (the 
latter implying that there is a four in five chance of correctly predicting the direction of change in the rate 
of GDP growth) and the null of independence between forecasts and outcomes is rejected at the 5 or 10 per 
cent levels (see Table A7 of Annex 2). This is also true of a number of the one-quarter ahead forecast 
models. 

Table 15. Selected forecast encompassing tests for the United Kingdom 

 Numeraire 

GROUP1  Autoregressive Hard indicators 0m Combination 0m 

P value 0.01 0.34 0.35 

GROUP 2 Autoregressive Hard indicators 3m Combination 3m 

P value 0.01 0.10 0.21 

Figures are the p-values for the null that a model encompasses the two others. 
 

4. Using the indicator models in real-time  

66. There are a number of interesting issues that arise when the indicator models are used in a real-
time analysis. Many of these are not considered in the theoretical literature. Perhaps the most important 
concerns the choice of which model to use at any particular point in time. For most countries the preferred 
model when a complete information set is available for an entire quarter is one including hard indicators. 
Yet because the publication of these indicators typically lags that of survey data, it is quite possible that the 
practical choice of models during a quarter may lie between models including hard indicators and pure 
survey models that can utilize a more up-to-date information set. The expected forecast error from the 
latter may be lower than from the former. 

67. For example, consider the results for France reported in Table A4. For any given monthly data 
set, current quarter forecasts from a monthly auxiliary model that includes both hard indicators and survey 
information have a lower RMSFE than those from an auxiliary model that includes only survey 
information. Yet when one month of within-quarter survey information is available, but no information is 
yet published for the hard indicators, the pure survey model appears preferable to the mixed model, both in 
terms of RMSFE (0.26 compared to 0.30) and directional accuracy (80 per cent compared to 70 per cent). 
Thus if the indicator projections are updated continuously, rather than at fixed-length discrete intervals, it 
may be optimal to use different models at different points in time. 

68. A further issue that can arise when making forecasts for the forthcoming as well as the current 
quarter is that different models may appear to be preferred for different quarters, especially given the 
timing of information releases. Again, taking France as an example, consider the choices between the 
forecasts made by a pure survey monthly auxiliary model with two months of information for the current 
quarter and the forecasts made by the mixed auxiliary model with only one complete month of information. 
For the current quarter, the mixed model appears preferable to the pure survey model, at least in terms of 
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their RMSFEs. But for the following quarter, the pure survey model appears preferable (a RMSFE of 
0.39 compared to 0.45 and a directional accuracy of 65 per cent compared to 45 per cent). Yet given that 
the one-step ahead forecast from this model will be conditioned in part on a GDP forecast for the current 
quarter that is expected to be poorer than that from other models (reflecting the VAR framework), a 
decision has to be made as to how much weight should be placed on it. This point can also be seen clearly 
for the forecasts made at the start of the current quarter by a purely autoregressive model for GDP. The 
forecasts for current quarter growth are poor, but for the following quarter, their expected accuracy is little 
different to those of bridge or monthly auxiliary model forecasts. 

69. Even if the point forecasts for growth do not change as the data set expands during the course of 
a particular quarter, the information conveyed by the indicator model may still evolve since the probability 
of any particular point outturn can change. This is because the uncertainty around any particular point 
estimate diminishes as the forecast horizon shortens. The error band may also change if the forecast is 
produced using different models during the quarter, all of which have different degrees of uncertainty 
associated with them. Other things being equal, it is likely that if the point estimate from the indicator-
based models for a particular event does not change over time, the confidence that can be placed in that 
forecast will rise. 

70. Another issue which may arise is the consistency of the aggregate euro area projection and those 
for the three largest individual economies. No attempt has been made to impose any formal restrictions 
between the aggregate and the individual country models in estimation. One important point to check is 
therefore that the implicit projection for the residual component of the euro area is plausible. A further 
issue concerns the most suitable approach in the interval between the publication of estimates for GDP 
growth in the major economies and that for the euro area as a whole. At this juncture it may be more 
appropriate to incorporate the country outturn data formally into the euro area projection by weighting 
together the outturn data with the indicator projection for those countries yet to publish data, rather than 
simply seek to use the aggregate euro area indicator model.37 

71. A related consideration is the extent to which judgments may need to be made about the weight 
to place on a piece of country-specific information for one of the European economies which is not 
reflected, or not used explicitly, in the aggregate euro area model. For instance, the evaluation of the 
forecast errors from the different models for the euro area, showed that for current quarter GDP forecasts a 
pure hard indicator model was preferable. In contrast, in Germany, France and Italy a model combining 
survey and hard indicator data appeared to perform better. So it would be quite possible for an unusual 
survey observation to affect the indicator forecasts in one or more of these economies without changing 
anything directly in the euro area aggregate projection.38 To guard against this possibility it is sensible to 
obtain projections from all the models at each point in time, even though, on the basis of past performance, 
there are some which can be expected to be less accurate on average than others. 

72. The factors discussed above illustrate some of the practical considerations that need to be taken 
into account when seeking to use the indicator models in real time. All of the indicator models can be 
regarded as statistically acceptable models. Variables are included which appear to have the strongest 
consistent relationship with GDP growth over time and the estimated models all pass standard diagnostic 
tests. Some perform better than others at times, but the observed differences are often not statistically 
significant. There are clearly gains to be had from using the indicator models, but a role is likely to remain 
for informed judgment when evaluating their real-time projections. Delays in the release of information for 
                                                      
37 . This procedure is being used currently to produce projections for the euro area when the national GDP data 

are available but the zone aggregate is not. 

38. In practice, monthly survey information is used in the euro area model to help predict missing monthly 
hard indicator data. 
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particular indicators and differences in the set of conditioning information mean that conflicting signals 
can, at times, be given by different models. Much of the information required to make decisions about the 
relative weight to place on different models can be accumulated only over time as knowledge of the merits 
of the competing models starts to accrue. Whilst it is convenient to try and find a simple model that 
outperforms all others at all points in time, it is doubtful that such a model would always make optimal use 
of the information available.39 

73. Until such a model appears, the most appropriate procedure at any point in time is to select the 
projections made by the particular model (or collection of models if the consensus is chosen) which can be 
expected to deliver the lowest (average) forecast error based on the performance of forecasts made at a 
similar juncture in the past. In doing this, it is also sensible to monitor the overall distribution of point 
forecasts from the full range of indicator models to assess the balance of risks around the point estimate 
from the selected model. 

5. Further issues 

74. There are a number of additional issues of interest which are not discussed in detail in this paper 
or, indeed, in much of the extant forecasting literature. One concerns the potential for linkages across 
countries. In the analysis reported in this paper the sole direct example of this is the inclusion of the 
German IFO survey in the Italian models. But it is easy to imagine that there might be useful information 
for a number of countries from any timely national indicator series related to international trade or capital 
markets. It would also be of use to extend the data set where possible to permit evaluation of additional 
national variables not considered so far. In particular it would be of benefit to consider a wider range of 
indicators for the services sectors, although data availability is likely to be a problem here, especially as 
selection is done empirically rather than through simple inspection of recent cyclical patterns. Judgments 
may need to be made about the usefulness of seeking to incorporate specific variables that can be obtained 
readily for one country, but not for others. This could improve the accuracy of the projections in individual 
countries, but might complicate comparisons of results across countries. 

75. There is also a question of whether there are potential benefits to be had from seeking to derive a 
euro area projection by aggregating the projections for the individual member states rather than making a 
separate projection for the overall zone. Indicator series for the overall zone are weighted averages of those 
for the individual economies. The weights appropriate for aggregation purposes may not be the optimal 
ones for extracting the information of use in the separate national indicator series for projecting short-term 
economic developments in the zone as a whole. The existing literature provides mixed signals about the 
potential gains from aggregation of national forecasts. Bodo et al. (2000) find that an area-wide model for 
industrial production outperforms the aggregation of single country models, whereas Marcellino, Stock and 
Watson (2003) find that the aggregation of country specific forecasts for a number of different 
macroeconomic variables improves upon the forecasts from single area-wide models. 

76. Finally, there is the issue of the means by which the uncertainty around any point forecast might 
usefully be conveyed. Two types of calculations can be made with the range of indicator models developed 
to date. The recursive out-of-sample forecast errors for each model enable the probability of any particular 
event to be calculated given the point estimate from that model. But there is also information that can be 
derived from the cross-section of different point forecasts from the different models. 

                                                      
39 . A similar conclusion is reached by Banerjee et al (2003) in their detailed analysis of different types of 

models for predicting GDP growth in the euro area. 
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77. One simple way of representing the range of uncertainty around the point forecast from a 
particular model is to derive the probability of other possible forecasts using an estimate of the standard 
error of past forecasts (in our case, the recursive out-of-sample errors for 1998-2002) from that model. The 
resulting probability distribution would be symmetric around the point forecast if the forecast errors were 
assumed (or found in the past) to follow a normal distribution. This approach assumes that the model used 
to produce the forecast is the ‘true’ model. However, just because one model is found to perform better on 
average over time than others, it may not be the most suitable to use at all points in time. With a wide 
range of possible models, there is uncertainty about the choice of forecasting model and hence about the 
possible value of the point estimate itself. The distribution of possible point forecasts can be used to 
quantify possible asymmetries in the risks around the point estimate thought to be most likely.40  

78. A notable example of this approach to assessing forecast uncertainty is the fan chart produced in 
the Inflation Report of the Bank of England (Britton et al, 1998). This is produced on the assumption that 
the possible forecast errors follow a two-piece normal distribution.41 To calculate this, use is made of the 
mean forecast and the forecast judged to be the most likely, along with an estimate of forecast uncertainty 
derived from past forecasting errors. In practice, the modal forecast is the one judged to be the most likely 
outturn, and the difference between the mean and the mode is taken as an estimate of the relative balance 
of risks around the mode (the skewness of the assumed distribution).42 If the mean is above the mode than 
there are likely to be more upside risks than downside risks, and vice versa.43 The Bank of England 
calculations of the distributional parameters necessary to quantify the probability distribution use a mix of 
expert judgment and information from different economic models. It is possible to compute estimates of 
this kind for the indicator models. For example, use can be made of the distribution of the different point 
forecasts from each possible model for each country or zone to obtain an estimate of potential skewness, 
given by the difference between the mode (or median) of the distribution and the mean. 

79. In fact, the information that can be derived from the indicator models developed in this paper 
gives considerable flexibility over how forecast uncertainty and risks can be quantified. This is because it 
is possible to quantify the standard deviation of the forecast error from each individual model as well as 
those based on the mean, median and mode of those forecasts at each point in time. In contrast it is often 
only possible for forecasting organizations and official bodies such as the Bank of England to use a single 
estimate of the forecast error based on the past track record of their forecasts, each of which may have been 
produced using a different methodology. The suite of indicator models also allows the estimate of risk 
(skewness) to be automated rather than dependent on informed judgment. So, for instance, it is possible to 
provide an illustration of the risks around any individual forecast using the error range attached to that 
forecast together with an estimate of the relative balance of risks obtained using the difference between 
that point forecast and the mean of all the point forecasts from the separate indicator models.44 Equally, it 
is possible to compute the risks around the modal forecast using information on the past standard errors 
from modal forecasts. 

                                                      
40 . A related strategy to assessing model uncertainty would be to adopt a Bayesian decision-theoretic approach 

and assign prior probabilities to each model based on their relative goodness-of-fit (Brock et al, 2003). 

41 . Two normal distributions with identical means, but different standard deviations are used on either side of 
the most likely forecast scenario. 

42 . See Blix and Sellin (1998) for a derivation of the relationship between the balance of risks and the different 
standard deviations of the two piece normal distribution. 

43 . The Bank of England approach has been criticised by Wallis (1999) who recommends the use of the 
median rather than the mode as the most likely forecast. 

44 . In this case, the point forecast from the individual model rather than the mode of the range of different 
forecasts is taken as the most likely forecast. It is also possible to incorporate information from the point 
estimates of forecasts made using other methodologies. 
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Annex 1.  Data 

80. A complete list of the variables examined during the course of the empirical work is given below. 
In most countries the business survey information used relates only to the manufacturing sector, reflecting 
the relatively short time series available in surveys of other parts of the economy. The noticeable exception 
is Germany for which a broader coverage (retail trade and construction) is available. There are also 
differences in the coverage of some of the hard indicators. For the United States it is possible to use the 
monthly information on economy-wide consumers’ expenditure published by the Bureau of Economic 
Analysis. But in other countries, monthly series on consumption, or retail trade and car registrations 
generally cover only a small part of total private consumption expenditure. Even so, they can still provide a 
useful indication of recent domestic demand developments. As far as possible the dataset has been 
constructed so that homogeneity is ensured across countries. This facilitates the practical implementation 
and makes cross-country comparisons much easier. However, the possibility remains that there are some 
country specific variables which could improve the accuracy of the estimated models. One example might 
be indicators of the housing market in the United Kingdom.  

Variables used 
 Country Coverage 

Soft indicators  
Industrial survey   

- Production tendency US, euro area, Germany, France, UK 
- Production future tendency US, euro area, Germany, France, Italy, UK 
- Total order books level US, euro area, Germany, France, Italy, UK 
- Foreign order books level US, euro area, Germany, France, Italy, UK 
- Stocks of finished goods level US, euro area, Germany, France, Italy, UK 

Composite indicators  
- NAPM US 
- Business climate index Germany 

Consumer survey   
Consumer confidence US, euro area, Germany, France, Italy, UK 

Financial variables  
- Long-term interest rate  US, euro area, Germany, France, Italy, UK 
- Short-term interest rate US, euro area, Germany, France, Italy, UK 
- Real exchange rate US, euro area, Germany, France, Italy, UK 

Hard Indicators  
Supply side  

- Industrial output US, euro area, Germany, France, Italy, UK 
- Construction output The US, Euro area, Germany, France 
- New orders, shipments US, Germany 

Demand side  
- Total consumption in volumes US 
- Retail sales in volumes US, euro area, Germany, France, Italy, UK 
- Total non farm payroll Employment US 
- New car registrations US, euro area, Germany, France, Italy, UK 
- Monthly level of stocks US 
- Monthly trade indicators in volume US, Germany, France 
- Unemployment rate All countries 
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Annex 2.  Empirical results 
Table A1. United States forecast errors, 1998-2002 

 RMFSE FDA 
 Current Next Current  Next 

BENCHMARK MODELS     

   - Naive model 0.68 0.71 55% 55% 
   - Autoregressive model 0.57 0.59 75% 45% 

SINGLE EQUATION BRIDGE MODELS     
  Conditional forecast     
   - Pure survey equation  0.50  80%  
   - Pure hard indicator equation  0.37  90%  
   - Combination hard indicator / surveys  0.37  90%  
  Non conditional forecast     
   - Pure survey equation  0.55  65%  
   - Pure hard indicator equation  0.53  75%  
   - Combination hard indicator / surveys  0.55  75%  

MULTIVARIATE MODELS     

   Conditional forecast     
   - Pure survey equation  0.49 0.50 85% 50% 
   - Pure hard indicator equation  0.34 0.52 90% 55% 
   - Combination hard indicator / surveys  0.35 0.54 95% 60% 
   Non conditional forecast     
   - Pure survey equation  0.51 0.52 70% 50% 
   - Pure hard indicator equation  0.50 0.60 75% 50% 
   - Combination hard indicator / surveys  0.53 0.62 70% 45% 

MONTHLY AUXILIARY MODELS     
   - Pure survey equation     
            Zero month of within cq information  0.49 0.55 80% 50% 
            One month of within cq information  0.52 0.57 70% 45% 
            Two months of within cq information  0.50 0.51 80% 45% 
            Three months of within cq information 0.50 0.49 80% 60% 
   - Pure hard indicator equation      
            Zero one month of within cq information 0.55 0.58 70% 55% 
            One month of within cq information 0.44 0.55 75% 60% 
            Two months of within cq information 0.40 0.52 85% 55% 
            Three months of within cq information 0.37 0.55 90% 60% 
   - Combination hard indicator / surveys      
            Zero one month of within cq information 0.51 0.59 80% 50% 
            One month of within cq information 0.43 0.55 85% 60% 
            Two months of within cq information 0.40 0.53 80% 45% 
            Three months of within cq information 0.37 0.50 95% 60% 

CONSENSUS FORECAST      
            Zero one month of within cq information 0.49 0.55 75% 40% 
            One month of within cq information 0.46 0.54 75% 45% 
            Two months of within cq information 0.45 0.52 75% 45% 
            Three months of within cq information 0.37 0.49 85% 60% 
MONTHLY AUXILIARY MODELS CONSENSUS     
            Zero one month of within cq information 0.49 0.56 75% 45% 
            One month of within cq information 0.43 0.54 75% 60% 
            Two months of within cq information 0.41 0.50 80% 55% 
            Three months of within cq information 0.39 0.49 90% 65% 
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Table A2. Euro area forecast errors, 1998-2002 

 RMFSE FDA 
 Current Next Current  Next 

BENCHMARK MODELS     

   - Naive model 0.36 0.38 30% 30% 
   - Autoregressive model 0.32 0.36 70% 45% 

SINGLE EQUATION BRIDGE MODELS     
  Conditional forecast     
   - Pure survey equation  0.31  65%  
   - Pure hard indicator equation  0.18  85%  
   - Combination hard indicator / surveys  0.18  85%  
  Non conditional forecast     
   - Pure survey equation  0.36  60%  
   - Pure hard indicator equation  0.36  65%  
   - Combination hard indicator / surveys  0.38  60%  

MULTIVARIATE MODELS     

   Conditional forecast     
   - Pure survey equation  0.31 0.37 70% 70% 
   - Pure hard indicator equation  0.18 0.37 85% 45% 
   - Combination hard indicator / surveys  0.19 0.38 85% 50% 
   Non conditional forecast     
   - Pure survey equation  0.36 0.40 55% 60% 
   - Pure hard indicator equation  0.36 0.37 60% 65% 
   - Combination hard indicator / surveys  0.37 0.39 50% 65% 

MONTHLY AUXILIARY MODELS     
   - Pure survey equation     
            Zero month of within cq information  0.31 0.39 70% 60% 
            One month of within cq information  0.33 0.41 70% 50% 
            Two months of within cq information  0.31 0.36 65% 60% 
            Three months of within cq information 0.31 0.31 65% 60% 
   - Pure hard indicator equation      
            Zero one month of within cq information 0.33 0.37 70% 45% 
            One month of within cq information 0.22 0.36 75% 70% 
            Two months of within cq information 0.22 0.36 75% 70% 
            Three months of within cq information 0.18 0.34 85% 75% 
   - Combination hard indicator / surveys      
            Zero one month of within cq information 0.30 0.39 65% 45% 
            One month of within cq information 0.22 0.40 75% 75% 
            Two months of within cq information 0.21 0.35 80% 65% 
            Three months of within cq information 0.18 0.31 85% 75% 

CONSENSUS FORECAST      
            Zero one month of within cq information 0.33 0.38 65% 55% 
            One month of within cq information 0.31 0.38 65% 65% 
            Two months of within cq information 0.30 0.36 65% 60% 
            Three months of within cq information 0.19 0.33 80% 75% 

MONTHLY AUXILIARY MODELS CONSENSUS     
            Zero one month of within cq information 0.30 0.38 60% 60% 
            One month of within cq information 0.24 0.38 75% 65% 
            Two months of within cq information 0.23 0.35 75% 70% 
            Three months of within cq information 0.21 0.31 80% 80% 
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Table A3. Germany forecast errors, 1998-2002 

 RMFSE FDA 
 Current Next Current  Next 

BENCHMARK MODELS     

   - Naive model 0.81 0.73 45% 45% 
   - Autoregressive model 0.59 0.59 65% 45% 

BIVARIATE BRIDGE MODELS     
  Conditional forecast     
   - Pure survey equation  0.41  80%  
   - Pure hard indicator equation  0.44  95%  
   - Combination hard indicator / surveys  0.40  85%  
  Non conditional forecast     
   - Pure survey equation  0.61  80%  
   - Pure hard indicator equation  0.63  60%  
   - Combination hard indicator / surveys  0.63  65%  

MULTIVARIATE MODELS     

   Conditional forecast     
   - Pure survey equation  0.41 0.64 80% 60% 
   - Pure hard indicator equation  0.40 0.65 95% 55% 
   - Combination hard indicator / surveys  0.37 0.67 80% 60% 
   Non conditional forecast     
   - Pure survey equation  0.62 0.64 80% 60% 
   - Pure hard indicator equation  0.65 0.61 60% 45% 
   - Combination hard indicator / surveys  0.65 0.64 75% 50% 

MONTHLY AUXILIARY MODELS     
   - Pure survey equation     
            Zero month of within cq information  0.51 0.66 85% 65% 
            One month of within cq information  0.44 0.61 80% 70% 
            Two months of within cq information  0.41 0.57 80% 70% 
            Three months of within cq information 0.41 0.53 80% 70% 
   - Pure hard indicator equation      
            Zero one month of within cq information 0.61 0.61 65% 50% 
            One month of within cq information 0.45 0.62 90% 65% 
            Two months of within cq information 0.47 0.61 90% 65% 
            Three months of within cq information 0.44 0.59 95% 65% 
   - Combination hard indicator / surveys      
            Zero one month of within cq information 0.51 0.65 75% 65% 
            One month of within cq information 0.39 0.61 80% 80% 
            Two months of within cq information 0.41 0.54 90% 80% 
            Three months of within cq information 0.40 0.51 85% 80% 

CONSENSUS FORECAST      
            Zero one month of within cq information 0.55 0.62 65% 50% 
            One month of within cq information 0.51 0.60 70% 55% 
            Two months of within cq information 0.50 0.57 70% 65% 
            Three months of within cq information 0.36 0.54 95% 65% 

MONTHLY AUXILIARY MODELS CONSENSUS     
            Zero one month of within cq information 0.50 0.63 75% 60% 
            One month of within cq information 0.38 0.59 80% 70% 
            Two months of within cq information 0.39 0.54 100% 80% 
            Three months of within cq information 0.37 0.51 95% 75% 
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Table A4. France forecast errors, 1998-2002 

 RMFSE FDA 
 Current Next Current  Next 

BENCHMARK MODELS     

   - Naive model 0.45 0.51 40% 40% 
   - Autoregressive model 0.42 0.45 55% 65% 

SINGLE EQUATION BRIDGE MODELS     
  Conditional forecast     
   - Pure survey equation  0.29  80%  
   - Pure hard indicator equation  0.30  80%  
   - Combination hard indicator / surveys  0.24  70%  
  Non conditional forecast     
   - Pure survey equation  0.33  60%  
   - Pure hard indicator equation  0.46  50%  
   - Combination hard indicator / surveys  0.33  65%  

MULTIVARIATE MODELS     

   Conditional forecast     
   - Pure survey equation  0.29 0.36 75% 60% 
   - Pure hard indicator equation  0.28 0.44 75% 45% 
   - Combination hard indicator / surveys  0.24 0.35 70% 60% 
   Non conditional forecast     
   - Pure survey equation  0.35 0.45 55% 55% 
   - Pure hard indicator equation  0.44 0.45 50% 55% 
   - Combination hard indicator / surveys  0.33 0.47 60% 55% 

MONTHLY AUXILIARY MODELS     
   - Pure survey equation     
            Zero month of within cq information  0.31 0.44 65% 60% 
            One month of within cq information  0.26 0.44 80% 45% 
            Two months of within cq information  0.30 0.39 70% 65% 
            Three months of within cq information 0.29 0.31 80% 70% 
   - Pure hard indicator equation      
            Zero one month of within cq information 0.43 0.48 60% 45% 
            One month of within cq information 0.36 0.46 65% 55% 
            Two months of within cq information 0.32 0.46 70% 55% 
            Three months of within cq information 0.30 0.44 80% 55% 
   - Combination hard indicator / surveys      
            Zero one month of within cq information 0.30 0.46 70% 55% 
            One month of within cq information 0.27 0.45 70% 45% 
            Two months of within cq information 0.26 0.40 70% 50% 
            Three months of within cq information 0.24 0.31 70% 75% 

CONSENSUS FORECAST      
            Zero one month of within cq information 0.33 0.44 55% 50% 
            One month of within cq information 0.31 0.43 60% 55% 
            Two months of within cq information 0.31 0.41 55% 55% 
            Three months of within cq information 0.24 0.33 75% 65% 

MONTHLY AUXILIARY MODELS CONSENSUS     
            Zero one month of within cq information 0.31 0.44 65% 60% 
            One month of within cq information 0.27 0.43 70% 45% 
            Two months of within cq information 0.26 0.39 70% 60% 
            Three months of within cq information 0.25 0.32 75% 70% 
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Table A5. Italy forecast errors, 1998-2002 

 RMFSE FDA 
 Current Next Current  Next 

BENCHMARK MODELS     

   - Naive model 0.47 0.49 55% 55% 
   - Autoregressive model 0.41 0.41 55% 55% 

SINGLE EQUATION BRIDGE MODELS     
  Conditional forecast     
   - Pure survey equation  0.29  90%  
   - Pure hard indicator equation  0.34  90%  
   - Combination hard indicator / surveys  0.26  85%  
  Non conditional forecast     
   - Pure survey equation  0.39  70%  
   - Pure hard indicator equation  0.36  65%  
   - Combination hard indicator / surveys  0.40  60%  

MULTIVARIATE MODELS     

   Conditional forecast     
   - Pure survey equation  0.36 0.41 90% 45% 
   - Pure hard indicator equation  0.33 0.36 90% 60% 
   - Combination hard indicator / surveys  0.28 0.39 75% 60% 
   Non conditional forecast     
   - Pure survey equation  0.41 0.42 60% 55% 
   - Pure hard indicator equation  0.37 0.40 65% 70% 
   - Combination hard indicator / surveys  0.39 0.44 60% 60% 

MONTHLY AUXILIARY MODELS     
   - Pure survey equation     
            Zero month of within cq information  0.34 0.40 60% 75% 
            One month of within cq information  0.33 0.38 70% 65% 
            Two months of within cq information  0.33 0.36 70% 60% 
            Three months of within cq information 0.28 0.33 85% 65% 
   - Pure hard indicator equation      
            Zero one month of within cq information 0.38 0.41 65% 60% 
            One month of within cq information 0.37 0.40 70% 55% 
            Two months of within cq information 0.36 0.40 85% 50% 
            Three months of within cq information 0.34 0.38 90% 50% 
   - Combination hard indicator / surveys      
            Zero one month of within cq information 0.30 0.42 70% 70% 
            One month of within cq information 0.28 0.37 85% 65% 
            Two months of within cq information 0.27 0.31 85% 75% 
            Three months of within cq information 0.26 0.29 85% 65% 

CONSENSUS FORECAST      
            Zero one month of within cq information 0.33 0.44 55% 50% 
            One month of within cq information 0.31 0.43 60% 55% 
            Two months of within cq information 0.31 0.41 55% 55% 
            Three months of within cq information 0.24 0.33 75% 65% 

MONTHLY AUXILIARY MODELS CONSENSUS     
            Zero one month of within cq information 0.32 0.41 70% 65% 
            One month of within cq information 0.30 0.38 80% 60% 
            Two months of within cq information 0.29 0.34 85% 65% 
            Three months of within cq information 0.28 0.32 85% 70% 
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Table A6. United Kingdom forecast errors, 1998-2002 

 RMFSE FDA 
 Current Next Current  Next 

BENCHMARK MODELS     

   - Naive model 0.38 0.44 50% 50% 
   - Autoregressive model 0.32 0.34 65% 55% 

SINGLE EQUATION BRIDGE MODELS     
  Conditional forecast     
   - Pure survey equation  0.29  80%  
   - Pure hard indicator equation  0.24  75%  
   - Combination hard indicator / surveys  0.24  70%  
  Non conditional forecast     
   - Pure survey equation  0.27  85%  
   - Pure hard indicator equation  0.25  75%  
   - Combination hard indicator / surveys  0.25  75%  

MULTIVARIATE MODELS     

   Conditional forecast     
   - Pure survey equation  0.32 0.29 80% 75% 
   - Pure hard indicator equation  0.26 0.32 70% 55% 
   - Combination hard indicator / surveys  0.27 0.30 70% 70% 
   Non conditional forecast     
   - Pure survey equation  0.28 0.35 85% 60% 
   - Pure hard indicator equation  0.32 0.36 70% 70% 
   - Combination hard indicator / surveys  0.29 0.39 80% 60% 

MONTHLY AUXILIARY MODELS     
   - Pure survey equation     
            Zero month of within cq information  0.30 0.34 80% 65% 
            One month of within cq information  0.30 0.31 80% 75% 
            Two months of within cq information  0.29 0.29 80% 70% 
            Three months of within cq information 0.29 0.30 80% 60% 
   - Pure hard indicator equation      
            Zero one month of within cq information 0.28 0.31 75% 70% 
            One month of within cq information 0.24 0.28 75% 70% 
            Two months of within cq information 0.24 0.26 75% 70% 
            Three months of within cq information 0.24 0.28 75% 65% 
   - Combination hard indicator / surveys      
            Zero one month of within cq information 0.28 0.31 75% 70% 
            One month of within cq information 0.25 0.27 75% 70% 
            Two months of within cq information 0.25 0.26 75% 65% 
            Three months of within cq information 0.24 0.28 70% 60% 

CONSENSUS FORECAST      
            Zero one month of within cq information 0.24 0.32 75% 70% 
            One month of within cq information 0.22 0.30 80% 70% 
            Two months of within cq information 0.21 0.29 80% 70% 
            Three months of within cq information 0.23 0.25 70% 75% 

MONTHLY AUXILIARY MODELS CONSENSUS     
            Zero one month of within cq information 0.27 0.31 75% 70% 
            One month of within cq information 0.22 0.27 75% 65% 
            Two months of within cq information 0.21 0.25 75% 70% 
            Three months of within cq information 0.21 0.27 75% 60% 
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Table A7. Results of the Pesaran and Timmerman Test, 1998-2002 
 US Euro area Germany France Italy UK 
 CQ NQ CQ NQ CQ NQ CQ NQ CQ NQ CQ NQ 

BENCHMARK MODELS             

   - Naive model             

   - Autoregressive model 0.02 0.57 0.01 0.76 0.13 0.08 0.71 0.24 0.64 0.76 0.11 0.59 

SINGLE EQUATION BRIDGE MODELS             

  Conditional forecast             

   - Pure survey equation  0.01  0.03  0.01  0.01  0.00  0.01  

   - Pure hard indicator equation  0.00  0.00  0.00  0.01  0.00  0.02  

   - Combination hard indicator / surveys  0.00  0.00  0.00  0.04  0.00  0.06  

  Non conditional forecast             

   - Pure survey equation  0.19  0.15  0.01  0.44  0.07  0.01  

   - Pure hard indicator equation  0.02  0.03  0.27  0.84  0.18  0.02  

   - Combination hard indicator / surveys  0.02  0.04  0.13  0.24  0.37  0.02  

MULTIVARIATE MODELS             

   Conditional forecast             

   - Pure survey equation  0.00 0.96 0.01 0.19 0.01 0.08 0.02 0.54 0.00 0.76 0.01 0.02 

   - Pure hard indicator equation  0.00 0.70 0.00 0.56 0.00 0.64 0.02 0.28 0.00 0.33 0.07 0.52 

   - Combination hard indicator / surveys  0.00 0.38 0.00 0.38 0.00 0.33 0.06 0.34 0.01 0.42 0.07 0.02 

   Non conditional forecast             

   - Pure survey equation  0.07 0.96 0.25 0.80 0.00 0.42 0.57 0.65 0.18 0.64 0.00 0.36 

   - Pure hard indicator equation  0.02 0.96 0.05 0.56 0.26 0.64 0.84 0.71 0.19 0.04 0.01 0.06 

   - Combination hard indicator / surveys  0.07 0.64 0.13 0.34 0.01 0.88 0.44 0.84 0.37 0.37 0.01 0.35 

MONTHLY AUXILIARY MODELS             

   - Pure survey equation             

            Zero month of within cq information  0.01 0.96 0.01 0.54 0.00 0.09 0.24 0.54 0.07 0.13 0.01 0.15 

            One month of within cq information  0.06 0.57 0.01 0.68 0.01 0.04 0.00 0.43 0.00 0.76 0.01 0.02 

            Two months of within cq information  0.01 0.57 0.03 0.54 0.01 0.04 0.08 0.19 0.00 0.19 0.01 0.06 

            Three months of within cq information 0.01 0.37 0.03 0.82 0.01 0.06 0.01 0.06 0.00 0.13 0.01 0.35 

   - Pure hard indicator equation              

            Zero one month of within cq information 0.02 0.64 0.01 0.05 0.13 0.79 0.54 0.43 0.19 0.33 0.02 0.06 

            One month of within cq information 0.00 0.33 0.01 0.05 0.00 0.17 0.24 0.84 0.07 0.57 0.02 0.06 

            Two months of within cq information 0.01 0.57 0.01 0.05 0.00 0.19 0.09 0.84 0.00 0.96 0.02 0.06 

            Three months of within cq information 0.00 0.33 0.00 0.02 0.00 0.19 0.01 0.84 0.00 0.96 0.02 0.16 

   - Combination hard indicator / surveys              

            Zero one month of within cq information 0.01 0.96 0.03 0.56 0.02 0.09 0.08 0.84 0.07 0.05 0.02 0.06 

            One month of within cq information 0.00 0.33 0.01 0.01 0.01 0.00 0.06 0.57 0.00 0.19 0.02 0.06 

            Two months of within cq information 0.01 0.64 0.00 0.03 0.00 0.00 0.06 0.75 0.00 0.02 0.03 0.16 

            Three months of within cq information 0.00 0.33 0.00 0.01 0.00 0.00 0.04 0.03 0.00 0.17 0.06 0.35 

CONSENSUS FORECAST              

            Zero one month of within cq information 0.02 0.37 0.03 0.91 0.13 0.79 0.84 0.68 0.38 0.15 0.02 0.06 

            One month of within cq information 0.02 0.70 0.03 0.56 0.04 0.57 0.54 0.85 0.07 0.19 0.02 0.06 

            Two months of within cq information 0.02 0.70 0.03 0.82 0.04 0.17 0.84 0.84 0.07 0.37 0.02 0.06 

            Three months of within cq information 0.00 0.33 0.01 0.01 0.00 0.13 0.02 0.24 0.00 0.17 0.02 0.02 

MONTHLY AUXILIARY MODELS 
CONSENSUS 

            

            Zero one month of within cq information 0.02 0.57 0.05 0.31 0.01 0.26 0.28 0.54 0.07 0.17 0.02 0.07 

            One month of within cq information 0.02 0.33 0.01 0.09 0.00 0.04 0.06 0.43 0.01 0.37 0.00 0.17 

            Two months of within cq information 0.01 0.64 0.01 0.05 0.00 0.00 0.08 0.54 0.00 0.19 0.00 0.06 

            Three months of within cq information 0.00 0.17 0.01 0.01 0.00 0.02 0.02 0.09 0.00 0.06 0.06 0.36 

Reading: this table reports the P value of the null of independence between forecasts and outcomes. 
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Annex 3.  How important is consumer confidence? 

81. An important feature of the empirical results obtained in this study is that measures of consumer 
confidence are not amongst the group of variables chosen in the final indicator models. In order to see why 
this might be, and whether the omission matters, this Annex reports briefly on an experiment in which the 
out-of-sample forecasting capabilities of an indicator-based equation for real GDP growth in the euro area 
using consumer confidence are compared to one using business confidence. The conclusion is that, for the 
euro area at least, the forecasting performance of an equation with business confidence is, in the recent 
past, statistically superior to one using consumer confidence. 

82. Intuitively, this result is not surprising. Between 1985 to 2002, the correlation between real GDP 
growth (measured by the quarter-on-quarter growth rate) and changes in business confidence is 0.70. The 
correlation between real GDP growth and changes in consumer confidence is 0.55. The higher correlation 
with business confidence remains when the correlations are computed either recursively or with a five year 
rolling window. Recent movements in the respective series are shown in Figure 1. One possible 
explanation for the weaker link between GDP growth and consumer confidence is that, as can be seen in 
Figure 2, the level of consumer confidence is closely correlated with changes in the unemployment rate, 
which tends to lag changes in real GDP growth. 

 
Figure 1 

GDP growth, changes in business and in consumer 
confidence 

Figure 2 
Level of consumer confidence and changes in the 

unemployment rate 
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83. The experiment to gauge the usefulness of different survey measures has been carried out through 
a standard out-of-sample exercise. Three survey indicators are considered – business confidence as 
measured by the level of domestic order books from the business survey, consumer confidence from the 
consumer survey and an aggregation of the two derived from a principal component analysis45. A separate 

                                                      
45. The aggregated variable is recomputed each quarter (one additional data point is added). The weights of 

both variables are broadly similar. In order to check the robustness of the conclusions from this 
experiment, other measures of business intentions were also added. As might be expected, this resulted in 
less weight being given to consumer confidence, making the principal factor closer to business confidence. 
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model was estimated for each indicator. In order to replicate a real time forecast exercise as closely as 
possible, each of the equations was estimated recursively from 1997Q4 to 2002Q1 keeping a fixed start 
point of 1985Q1. The equation estimated up to 1997Q4 is used to generate a prediction for 1998Q1 and so 
on. Thus, for each model, 18 out-of-sample forecasts were generated. 

84. Within each class of model, two cases are considered. In the first case, the equations have the 
following format: 

t

K

k
kt

I

i
itt gdpvqoqsurveygdpvqoq εα ∑∑

=
−

=
− +++=

10

__  

 [A1] 
where tgdpvqoq _  denotes real gdp growth and survey  represents either business confidence, consumer 

confidence or an aggregation of both measures.46 In this equation  current quarter values of the surveys are 
included. This means that an equation estimated until quarter T-1 can be used to produce a conditional 
forecast for GDP growth in period T using outturn data for the survey value in quarter T. 
 
85. In the second case, the forecasting equation has the format: 
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 [A2] 
In equation [A2], only lagged values of the surveys are included. This means that an equation estimated up 
to T-1 generates a non-conditional forecast for quarter T using survey information available only up to 
quarter T-1. 
 
86. From these out-of-sample forecasts, two summary statistics are examined: the Root Mean Square 
Forecast Error (RMSFE) and a Forecast Directional Accuracy statistic (FDA), the latter giving the 
probability of correctly predicting the direction of change in the quarterly rate of real GDP growth. These 
statistics are reported in Table A8 for both the conditional and non-conditional projections. In terms of the 
RMSFE (columns 2 and 3), it can be seen that over the period 1998-2002, the errors in the conditional 
forecasts made using the business confidence model are lower than in the other two models 
(0.28 percentage points against 0.42 percentage points for consumer confidence or 0.30 percentage points 
for the aggregation). For the non-conditional forecasts, the forecast errors are similar across models, 
although the ones from the business confidence model are marginally smaller than those from the other 
two models. Overall there appear to be no grounds for concluding that consumer confidence indicators 
regularly contain useful information that would help to improve the predictions of an business confidence 
based model. 

87. This conclusion is reinforced by an examination of the FDA outcomes (columns 4 and 5 of 
Table A8). These suggest that the business confidence model is much more likely to predict correctly an 
acceleration (or deceleration) of real GDP growth in both the conditional and non-conditional cases. For 
the conditional model the rate of success for the business confidence equation is 83 per cent, compared to 
55 per cent for the consumer confidence equation. It can also be seen from the principal component model 
that the inclusion of consumer confidence diminishes the forecast capability of a model with business 

                                                                                                                                                                             
But, even in this case, the inclusion of consumer confidence resulted in an equation with poorer predictive 
power than one excluding consumer confidence entirely. 

46. The lags of both the endogenous variables and the regressors are selected according to the Schwarz 
criterion. These lags are automatically computed each time the equation is estimated. 
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confidence considerably (the rate of success declines from 83 to 55 per cent). For the one-quarter ahead 
forecasts, there is a clear distinction between the directional accuracy achieved using business confidence 
alone (67 per cent) and that using consumer confidence, where the directional accuracy is correct only half 
of the time. 

Table A8. Out-of-sample forecast accuracy (1998-2002) 

 RMSFE (in pp) FDA (in %) 

 Conditional Non conditional Conditional Non conditional 
Business confidence 0.28 0.37 83 67 
Consumer confidence 0.42 0.39 55 50 
Aggregation 0.33 0.40 50 55 

 
88. Of course, it could be argued that a pure comparison of point estimates does not take into account 
sampling uncertainty or, in other words, the possibility that the business confidence models provide a 
lower RMSFE simply due to luck. In order to discriminate among the three competitive models, two 
formal statistical tests have been carried out using the modified version of the Diebold and Mariano (1995, 
1997) for the RMSFE measures (equation [5] in the main text) and the non-parametric test of predictive 
performance from Pesaran and Timmerman (1992) for the FDA measures (equation [7] in the main text). 

89. For the Diebold and Mariano test, the probabilities of rejecting the null hypothesis of equally 
good forecast performance, expressed in terms of the RMSFE, are shown in Table A9. For the conditional 
forecasts, the null that the forecast errors generated by the consumer confidence model are not different to 
those generated by the business confidence model can be rejected at the 6 per cent threshold. In contrast, 
for the non-conditional one-quarter ahead forecasts it appears impossible to single out one particular 
model. 

Table A9. P values of the modified Diebold and Mariano test 
(the reference model is business confidence, 1998-2002) 
 RMSFE (in pp) 

 Conditional Non conditional 
Consumer confidence 0.06 0.33 
Aggregation 0.61 0.59 

 
90. The test proposed by Pesaran and Timmerman is a distribution free procedure for testing the 
accuracy of forecasts when the focus of the analysis is on the correct prediction of the direction of change 

of the variable under consideration. This test is based on the usual 2χ  test of independence of two 
variables in a single contingency table. The results are displayed in Table A10. For the conditional 
forecasts, the null that changes in real GDP and those forecast by the business confidence model are 
independent is strongly rejected by the data. This is not the case for the forecasts from the other two 
models. For the non-conditional forecasts, the null of independence is rejected at the 10 per cent level for 
the business confidence model but not for the other two models. Overall, the Peseran and Timmerman test 
results confirm the impression from Table A8 that models using measures derived from industrial surveys 
are more likely to be able to forecast the direction of change of GDP growth correctly than are models 
using consumer confidence. 

Table A10. P values of the Pesaran and Timmerman test 

 RMSFE (in pp) 

 Conditional Non conditional 
Business confidence 0.00 0.08 
Consumer confidence 0.15 0.20 
Aggregation 0.18 0.28 
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